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Abstract

We consider the following Fife-Greene problem

ε2∆u + (u− a(x))(1− u2) = 0 in Ω ,
∂u

∂ν
= 0 on ∂Ω (1)

where Ω is a smooth and bounded domain in Rn, ν the outer unit normal to ∂Ω
and a a smooth function satisfying a(x) ∈ (−1, 1) in Ω. Let K, Ω− and Ω+ be
respectively the zero-level set of a, {a < 0} and {a > 0}. We assume ∇a 6= 0 on
K. Fife-Greenlee ([21, 22]) constructed stable layered solutions while del Pino-
Kowalczyk-Wei ([14]) proved the existence of one unstable layer solution provided
that some gap condition is satisfied. In this paper, for each odd integer m ≥ 3, we
prove the existence of a sequence ε = εj → 0, and a solution uεj with m-transition
layers near K, whose mutual distance is O(ε log 1

ε ). Furthermore, uεj converges
uniformly to ±1 on the compact sets of Ω± as j → +∞.
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1 Introduction

Let Ω be a smooth bounded domain in Rn(n ≥ 2). Of concern is the following Fife-
Greenlee problem

{
ε2∆u + (u− a(x))(1− u2) = 0 in Ω,
∂u
∂ν

= 0 on ∂Ω,
(2)

where ε > 0 is a small parameter and ν denotes unit outer normal to ∂Ω.
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The particular case a ≡ 0 corresponds to the standard Allen-Cahn equation (see [6])

{
ε2∆u + u(1− u2) = 0 in Ω,
∂u
∂ν

= 0 on ∂Ω.
(3)

The function u represents a continuous realization of the phase present in a material
confined to the region at the point x which, except for a narrow region, is expected to
take values close to +1 or −1. Of particular interest are of course non-trivial steady
state configurations in which the antiphases coexist, see for instance [4, 17, 18, 19, 20,
23, 26, 27, 32, 33, 34, 36, 37, 39, 40, 41, 42, 45, 46].

There are also many known results for the general inhomogeneous case: smooth
function a satisfies −1 < a(x) < 1 in Ω and ∇a 6= 0 on the smooth closed hypersurface
K = {a(x) = 0}, which separates the domain into two disjoint components

Ω = Ω− ∪K ∪ Ω+,

with
a < 0 in Ω−, a > 0 in Ω+, a = 0 on K.

The energy functional Jε(u) corresponds to the problem (2) is

Jε(u) =
ε

2

∫

Ω

|∇u|2 +
1

ε

∫

Ω

W (x, u),

where

W (x, u) =

∫ u

−1

(τ 2 − 1)(τ − a(x))dτ.

Fife and Greenlee in [22] first proved the existence of an interior transition layer solution
approaching +1 in Ω− and −1 in Ω+, for all ε sufficiently small. Note that +1 is the
absolute minimizer of W (x, ·) in the domain Ω−, while −1 is so in its complement Ω+.
The Fife-Greenlee solution, constructed by super-sub solution method, is stable.

Super-sub solutions were later used by Angenent, Mallet-Paret and Peletier in the
one dimensional case [7] for construction and classification of stable solutions. Radial
solutions were found variationally by Alikakos and Simpson [5]. M. del Pino [11] extended
these results to general interfaces in any dimension. Further constructions have been
done by Dancer and Yan [10] and Do Nascimento [16]. In particular, it is found in [10]
that this solution is precisely a minimizer of Jε. Related results can be found in [1, 2].

On the other hand, a solution exhibiting a transition layer in the opposite direction,
namely uεj

approaching to +1 in Ω+ and to −1 in Ω−, has been believed to exist for
many years. Hale and Sakamoto [24] established the existence of this type of solution
in the one dimensional case, while this was done in the radial case in [12], see also [9].
Such an opposite direction layer in this scalar problem is meaningful in finding transition
layer solutions for reaction-diffusion systems such as Gierer-Meinhardt with saturation,
see [12, 21, 38, 43, 44] and the references therein. Recently, M. del Pino, Kowalczyk
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and the second author constructed transition layer solutions in the opposite direction
in the two-dimensional case [14]. Subsequently, Mahmoudi, Malchiodi and the second
author [29] extended this result to any n-dimensional case. Yang and the second author
[46] constructed (2m + 1)-transition layers solutions in the two-dimensional case. The
general high dimensional case remains an open question.

In this paper we will follow the idea in [15] and [33] to establish the existence of
a clustering layers solution in any n-dimensional case. More precisely, one can look
at the eigenvalues of the corresponding linearized problem as functions of ε, and to
estimate their derivative with respect to ε. This can be rigorously done using a linear
perturbation theorem due to T.Kato, see Section 2, and by characterizing the resonant
eigenfunctions. This result gives us indeed invertibility along a suitable sequence εj → 0,
and the norm of the inverse operator along this sequence has an upper bound of order

ε
−n+1

2
j

(
log 1

εj

)n−1
2

.

Our main result is the following.

Theorem 1.1 Let Ω be a smooth bounded domain in Rn(n ≥ 2) and the smooth function
a(x) ∈ (−1, 1) in Ω. Denote K, Ω− and Ω+ to be respectively the zero-level set of
a, {a < 0} and {a > 0}. We assume ∇a 6= 0 on K. Then for each odd integer m ≥ 3, we
obtain the existence of a sequence ε = εj → 0, and a solution uεj

with m-transition layers
near K, whose mutual distance is O(ε log 1

ε
). Furthermore, uεj

converges uniformly to
±1 on the compact sets of Ω± as j → +∞. More precisely, near K, we have

uεj
(x) ∼

m∑

`=1

(−1)`+1H

(
ζ̄

εj

− f`(z̄)

)
,

Here we parameterize x = (z̄, ζ̄) with z̄ and ζ̄, z̄ ∈ K being the closest point to x and
ζ̄ = d(x,K), while H(x) is the unique hetero-clinic solution of

H ′′ + H −H3 = 0, H(0) = 0, H(±∞) = ±1. (4)

The functions f` satisfy

f`+1(z̄)− f`(z̄) =

√
2

2
log

1

ε
−
√

2

2
log log

1

ε
+ O(1), 1 ≤ ` ≤ m− 1, (5)

and

f1 − f2 + f3 − · · ·+ (−1)`+1f` + · · ·+ fm =
m
√

2

2

κ

∂na
(1 + o(1)), (6)

where κ(z̄) is the mean curvature of K and ∂na the coefficient of the first order term of
the Taylor expansion of a

a(εz, εζ) = ∂na(εz, 0)εζ + o(ε). (7)

In the rest of the paper we will complete the proof of Theorem 1.1.
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2 Preliminaries

For the odd heteroclinic solution H(x) = tanh(
√

2
2

x) of (4) we know the asymptotic
properties 




H(x)− 1 = −2e−
√

2x + O(e−2
√

2x), x > 1,

H(x) + 1 = 2e
√

2x + O(e2
√

2x), x < −1,

H ′(x) = 2
√

2e−
√

2|x| + O(e−2
√

2|x|), |x| > 1.

(8)

From the equation (4), we can get H2
x

2
− (1−H2)2

4
≡ 0, which yields

1−H2(x) =
√

2Hx.

Hence ∫ ∞

−∞
H2

xdx =
1√
2

∫ ∞

−∞
(1−H2)Hxdx =

2
√

2

3
. (9)

Integrating by parts, we have

∫ ∞

−∞
xHxHxxdx = −1

2

∫ ∞

−∞
H2

xdx = −
√

2

3
. (10)

By (4), we can also get

3

∫ ∞

−∞
(1−H2)Hxe

−√2xdx = −
∫ ∞

−∞
(Hxxx − 2Hx)e

−√2xdx = 8. (11)

We need to introduce the following well-known result [35].

Lemma 2.1 Consider the following eigenvalue problem

φxx + (1− 3H2)φ = λφ, φ ∈ H1(R). (12)

Then we have
λ1 = 0, λ2 < 0, (13)

where the (λi)i denote the eigenvalues in non-increasing order (counted with multiplicity),
with corresponding eigenfunctions (φi)i. As a consequence (by Fredholm’s alternative),
given any function g ∈ L2(R) satisfying

∫
R gHx = 0, the following problem has a unique

solution

φxx + (1− 3H2)φ = g, in R,

∫

R
φHx = 0. (14)

Furthermore, there exists a positive constant C such that ‖φ‖H1(R) ≤ C‖g‖L2(R).
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Now we scale the equation (2) by ε−1 to obtain

{
∆u + (u− a(εx))(1− u2) = 0 in Ωε,
∂u
∂ν

= 0 on ∂Ωε,
(15)

where Ωε = Ω
ε
. Following the same notation we also set Kε = K

ε
, and for τ ∈ (0, 1) we

define
Uτ := {x ∈ Ωε : d(x,Kε) < ε−τ}.

To consider the scaled problem (15), it is convenient to parameterize elements x ∈ Uτ

by using their closest point z in Kε and their distance ζ (with sign, positive in the
dilation of Ω+). Precisely, we can choose coordinates z̄ on K, and denote by n(z̄) the
unit normal vector to K (at the point with coordinates z̄) pointing towards Ω+. We set
z̄ := εz, ζ̄ := εζ. Then we can write

x = z + ζn(εz). (16)

In the following, we let the upper-case indices I, J, . . . run from 1 to n, and the lower-case
indices i, j, . . . run from 1 to n − 1. We also let ḡ denote the metric on K (inherited
from Rn), ḡε the one on Kε, and gε the flat metric of Ωε, which will be expressed in the
above coordinates (z, ζ). If z1, . . . , zn−1 is a local set of coordinates on Kε, and if (ḡε)ij

denote the corresponding components of the metric tensor, then we have

(gε)IJ =

(
(ḡε)ij + εζ(Al

iḡjl + Ak
j ḡik) + ε2ζ2Al

iḡlkA
k
j 0

0 1

)
, (17)

where (Aj
i ) are the components of the second fundamental form namely they are defined

by ∂n
∂z̄i

= Aj
i

∂z̄
∂z̄j

. To obtain (17), we notice that

∂x

∂zi

=
∂z

∂zi

+ εζ
∂n

∂z̄i

;
∂x

∂ζ
= n.

Hence since (gε)ij = 〈 ∂x
∂zi

, ∂x
∂zj
〉, and in view of n is perpendicular to ∂z

∂zi
, then we obtain

immediately (17).
We denote the eigenvalues of the matrix (Aj

i ) (with respect to the metric ḡ) by
κi(εz), i = 1, . . . , n − 1, which are called principal curvatures of K. Then the mean
curvature of K (scaled by a factor n− 1) is κ(εz) =

∑n−1
i=1 κi(εz), z ∈ Kε. We have

dVgε =
√

gεdζdz = (1 + εζκ(εz))dVḡεdζ + O(ε2ζ2)dVḡεdζ. (18)

The Laplace-Beltrami operator is defined in local coordinates by the formula

∆gu =
1√
detg

∂I(g
IJ

√
detg∂Ju), (19)
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where gIJ are the elements of the inverse matrix of (gIJ). By (17), elementary compu-
tations (see [31]) show that

∆gu = uζζ + εκ(εz)uζ + ε2∆Kεζ
u + O(ε2)uζ . (20)

Here ∆Kεζ
stands for the operator in (19) freezing the coordinate ζ, namely summing

over i, j = 1, . . . , n− 1

∆Kεζ
u =

1√
detg

∂i(g
ij
√

detg∂ju).

This operator is nothing but the Laplace-Beltrami operator for the metric gKεζ
on

Kε with coefficients ((gε)ij(·, ζ)) in the coordinates z1, . . . , zn−1. With respect to this
metric, one can introduce a corresponding gradient ∇Kεζ

, defined by duality as

〈∇Kεζ
u, v〉∇Kεζ

= (gε)
ij(·, ζ)

∂u

∂zi

vj, if v = vj
∂

∂zj

∈ TKε . (21)

From the expression of gij in (17) then one can finds the estimates

|∇Kεζ
u|2 := (gε)

ij(·, ζ)
∂u

∂zi

∂u

∂zj

= (1 + O(εζ))|∇ḡεu|2, (22)

−
∫

Kε

u∆Kζ
vdVgKζ

=

∫

Kε

〈∇ḡεu,∇ḡεv〉dVḡε + O(εζ)‖∇ḡεu‖L2(Kε)‖∇ḡεv‖L2(Kε), (23)

foe every u, v ∈ H1(Kε). Using again (17) one obtains
∫

Uτ

|∇gεu|2dVgε = (1+O(ε1−τ ))

∫

Uτ

|uζ |2dζdVḡε +(1+O(ε1−τ ))

∫

Uτ

|∇ḡεu|2dζdVḡε . (24)

Now we let λj and ϕj be the eigenvalues (with weight ∂na) and the eigenfunctions of

−∆Kϕj = λj∂na(z̄, 0)ϕj, z̄ ∈ K, (25)

with
∫

K
∂na(z̄, 0)ϕiϕjdVḡ = δij. Note that ∂na > 0, considering the previous choose of

n. Such eigenvalues can be obtained using the Rayleigh quotient. Precisely if Mj denote
the family of j-dimensional subspaces of H1(K), then we have

λj = inf
M∈Mj

sup
ϕ∈M,ϕ 6=0

∫
K
|∇Kϕ|2dVḡ∫

K
∂na(z̄, 0)ϕ2dVḡ

.

We can estimate the λj using a standard Weyl’s asymptotic formula ([8]), one has

λj ' CK,∂naj
2

n−1 as j → +∞,

for some constant CK,∂na depending only on K and ∂na.
We finally introduce the following theorem due to T. Kato ([25]), which will be

fundamental for us to obtain invertibility of the linearized equation.
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Theorem 2.1 Let T (ε) be a differentiable family of operators from a Hilbert space X
into itself, where ε belongs to an interval containing 0. Let T (0) be a self-adjoint operator
of the form Identity-compact and let σ(0) = σ0 6= 1 be an eigenvalue of T (0). Then the
eigenvalue σ(ε) is differentiable at 0 with respect to ε. The derivative of σ is given by

∂σ

∂ε
= {eigenvalues of Pσ0 ◦

∂T

∂ε
(0) ◦ Pσ0},

where Pσ0 : X → Xσ0 denotes the projection onto the σ0-eigenspace Xσ0 of T (0).

3 Approximate solutions

In this section, we will construct approximate solutions. We set U := Kε×(− δ
ε
, δ

ε
), Iε :=

[− δ
ε
, δ

ε
]. From the previous section we know that equation (2) becomes

{
uζζ + εκ(εz)uζ + ε2∆Kεζ

u + O(ε2)uζ + u(1− u2)− a(εx)(1− u2) = 0 (z, ζ) ∈ U,
u(·,± δ

ε
) = ±1.

(26)
For a fixed odd integer m ≥ 3, we assume that the location of the m phase transition

layers are characterized by functions ζ = f`(εz), 1 ≤ ` ≤ m in the coordinates (z, ζ).
These functions will be left as parameters and satisfy

f1(εz) < f2(εz) < · · · < fm(εz),

and

f` = (−1)`+1

√
2

2

κ

∂na
+ f̃`, (27)

where these f̃` satisfy

f̃`+1 − f̃` = ρε,` + h`, |h`| ≤ M, 1 ≤ ` ≤ m− 1, (28)

with

16e(−1)`+1 2κ
∂na e−

√
2ρε,` =

4

3
ε∂naρε,`. (29)

From (29), one has

ρε,1 = ρε,3 = · · · = ρε,m, ρε,2 = ρε,4 = · · · = ρε,m−1, ρε,`+1 − ρε,` = O(1), (30)

and

ρε,` =

√
2

2
log

1

ε
−
√

2

2
log log

1

ε
+ O(1), (31)

which gives (5).
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We now define in coordinates (z, ζ) the approximation

u0(z, ζ) :=
m∑

`=1

H`(ζ − f`(εz)),

where
H`(τ) = (−1)`+1H(τ).

With this definition we have that u0(z, ζ) ≈ H` (ζ − f`(εz)) for values of ζ close to f`(εz).
We define a norm

‖g‖∗ := sup
z̄∈K,ζ∈Iε

|eσ×max{(ζ−fm)+,(−ζ+f1)+}g(z̄, ζ)|, (32)

where 0 < σ <
√

2 is a suitable small number and t+ := max(t, 0). Similarly, for a
positive integer l we set

‖g‖∗,l := sup
0<|α|≤l

sup
z̄∈K,ζ∈Iε

|eσ×max{(ζ−fm)+,(−ζ+f1)+}Dα
z̄ g(z̄, ζ)|, (33)

where α stands for a multi-index.
For each fixed `, 1 ≤ ` ≤ m, we define the set

A` :=

{
(z, ζ) ∈ U : −f` − f`−1

2
≤ ζ − f`(εz) ≤ f`+1 − f`−1

2

}
.

For convenience of the notation we will set

f0 = −δ

ε
+ f1 and fm+1 =

δ

ε
+ fm.

Fix z, we let
Iε,z,` := {ζ : (z, ζ) ∈ A`} (34)

and we also replace Iε,z,` by I` for brevity.
In the rest of this section, we consider the solvability of the following problem

{
uζζ + εκ(εz)uζ + O(ε2)uζ + u(1− u2)− a(εx)(1− u2) = ε2g(z̄, ζ) ζ ∈ Iε,
u(± δ

ε
) = ±1.

(35)

We define

S(u) := uζζ + εκ(εz)uζ + O(ε2)uζ + u(1− u2)− a(εx)(1− u2)− ε2g(z̄, ζ).

For each fixed `, we write t = ζ − f`(εz) and estimate the error of approximation
S(u0)(z, t + f`(εz)) in the range I`. Let us consider first the case 2 ≤ ` ≤ m− 1.
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As in [15], we get

S(u0) = 6(−1)`+1(1−H2(t))
[
e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t
]

+εκ(−1)`+1H ′(t)− ε∂na(t + f`)(1−H2(t)) + Θ`, (36)

where Θ` = O(ε1+µe−σ|t|) for some 0 < σ <
√

2 and µ ≤ 1
2

(
1− σ√

2

)
.

The above expression also holds for ` = 1, ` = m. The only difference is that the
term [e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t] is respectively replaced by

−e−
√

2(f2−f1)e
√

2t and e−
√

2(fm−fm−1)e−
√

2t.

We define a function in Ωε\Kε as

W(x) =

{
1 if x ∈ Ω+,
−1 if x ∈ Ω−.

(37)

We also let η(θ) be a smooth cut-off function with η(θ) = 1 for θ < δ
4

and η(θ) = 0 for
θ > δ

2
. Now we define our further approximation ū0 as

ū0 := η(|εζ|)u0 + (1− η(|εζ|))W =

{
η(|εζ|)[u0 − 1] + 1 if x ∈ Ω+,
η(|εζ|)[u0 + 1]− 1 if x ∈ Ω−.

(38)

The error of further approximation is simply computed as

S(ū0) = η(|εζ|)S(u0) + Θ̃, (39)

where Θ̃ has exponential size O(e−
c
ε ) inside its support, and hence the contribution of

this error to the entire error is essentially negligible.
We also need to introduce two groups of smooth cut-off functions, for given z ∈ Kε,

as following

ξ`α,z(ζ) =

{
1 if |ζ − f`(εz)| ≤ |I`|

2
− 2α−1 log log 1

ε
,

0 if |ζ − f`(εz)| ≥ |I`|
2
− α−1 log log 1

ε
,

(40)

where α = 1, 2. We replace ξ`α,z by ξ`α for brevity. Notice that

ξ`1ξ`2 = ξ`1, (41)

and

|ξ′`α| = O

(
1

log log 1
ε

)
, |ξ′′`α| = O

(
1

(log log 1
ε
)2

)
. (42)

We define
S`(ū0) := ξ`1S(ū0),
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then from this and (36), (39), (5) we obtain

‖S`(ū0)‖∗ ≤ Cε log
1

ε
. (43)

We consider the linearized problem

{
L`(φ) := φζζ + εκ(εz)φζ + O(ε2)φζ + (1− 3H2

` )φ + 2a(εx)H`φ = g + c`,εξ`1H
′
`,∫

Iε
ξ`1φH ′

` = 0.

(44)

Lemma 3.1 Let (φ, g, c`,ε) satisfy (44) with the boundary conditions φ(± δ
ε
) = 0. Then

for ε sufficiently small we have

‖φ‖∗ + |c`,ε| ≤ C‖g‖∗. (45)

Proof. We prove this lemma by contradiction. Suppose that there exists (φ, g, c`,ε) such
that ‖g‖∗ = o(1) and ‖φ‖∗ + |c`,ε| = 1 as ε → 0. Multiplying (44) by H ′

` and integrating
over Iε, using the equation satisfied by H ′ and integrating by parts we obtain

|c`,ε| = o(1),

which yields ‖g + c`,εξ`1H
′
`‖∗ = o(1). Next we first show that ‖φ‖H1(Iε) = o(1). To show

this we rewrite (44) as
φζζ + (1− 3H2

` )φ = Gε,h(g, φ), (46)

where
Gε,h(g, φ) := g − εκ(εz)φζ + O(ε2)φζ − 2a(εx)H`φ + c`,εξ`1H

′
`.

Note that ‖Gε,h‖L2(Iε) = o(1)+O(1)c`,ε +o(1)‖φ‖H1(Iε) as ε → 0. Hence Lemma 2.1 and
the contraction mapping theorem give a solution (φ, c`,ε) of (44) for which ‖φ‖H1(Iε) +
|c`,ε| = o(1). Then the estimate in the ‖ · ‖∗ (and hence (45)) follows from standard
regularity results. The proof of this lemma is complete.

Remark 1 In fact, we can proved the following estimate

‖φ‖H2(Iε) + |c`,ε| ≤ C‖g‖L2(Iε).

Lemma 3.2 There exists a unique solution ϕε,h of

S(ū0 + ϕε,h) =
m∑

`=1

c`,εξ`1H
′
`(ζ − f`),

∫

Iε

ξ`1ϕε,hH ′
` = 0, ` = 1, . . . , m (47)

for some constants c`,ε. Moreover, ϕε,h is unique, differentiable in z and satisfies

‖ϕε,h‖∗ ≤ Cε log
1

ε
. (48)
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Proof. We shall look for such ϕε,h in the following

ϕε,h(x) =
m∑

`=1

ξ`2(ζ)φε,`(x) + ψ(x).

We set
N1(φ) := −3ū0φ

2 − φ3 and N2(φ) := aū0φ
2. (49)

Elementary computations show that

S(ū0 + ϕε,h) = S(ū0 +
m∑

`=1

ξ`2φε,` + ψ)

=
∑

m
`=1ξ`2[φ

′′
ε,` + εκφ′ε,` + O(ε2)φ′ε,` + (1− 3ū2

0)φε,` + 2aū0φε,`

+ 3ξ`1(1− ū2
0)ψ + ξ`1(N1(ψ + φε,`) + N2(ψ + φε,`)) + ξ`1S(ū0)]

+ ψ′′ + εκψ′ + O(ε2)ψ′ − 2(1− aū0)ψ (50)

+

(
1−

m∑

`=1

ξ`1

){
3(1− ū2

0)ψ + N1

(
ψ +

m∑

`=1

ξ`2φε,`

)
+ N2

(
ψ +

m∑

`=1

ξ`2φε,`

)
+ S(ū0)

}

+
m∑

`=1

[φε,`ξ
′′
`2 + 2φ′ε,`ξ

′
`2] + (εκ + O(ε2))

m∑

`=1

ξ′`2φε,`,

where φ′ε,`, φ
′′
ε,` denote respectively

∂φε,`

∂ζ
,

∂2φε,`

∂ζ2 . Then the problem (47) is equivalent to
the following system

φ′′ε,` + εκφ′ε,` + O(ε2)φ′ε,` + (1− 3ū2
0)φε,` + 2aū0φε,` + 3ξ`1(1− ū2

0)ψ

+ ξ`1(N1(ψ + φε,`) + N2(ψ + φε,`)) + S`(ū0) (51)

= c`,εξ`1H
′
`, ζ ∈ I`, ` = 1, . . . , m,

∫

I`

ξ`1(φε,` + ψ)H ′
` = 0, ` = 1, . . . , m, (52)

and

ψ′′ − 2(1− aū0)ψ + εκψ′ + O(ε2)ψ′

= −
(

1−
m∑

`=1

ξ`1

){
3(1− ū2

0)ψ + N1

(
ψ +

m∑

`=1

ξ`2φε,`

)
+ N2

(
ψ +

m∑

`=1

ξ`2φε,`

)
+ S(ū0)

}

−
m∑

`=1

[φε,`ξ
′′
`2 + 2φ′ε,`ξ

′
`2]− (εκ + O(ε2))

m∑

`=1

ξ′`2φε,`. (53)

Observe that the orthogonality condition in (52) is satisfied for φε,` + ψ rather than
φε,`, hence we introduce new variable φ̃ε,` = φε,` +ψ. Then from (51) and (52) we obtain

φ̃′′ε,` + εκφ̃′ε,` + O(ε2)φ̃′ε,` + (1− 3ū2
0)φ̃ε,` + 2aū0φ̃ε,`

= − 3ξ`1(1− ū2
0)ψ − ξ`1(N1(φ̃ε,`) + N2(φ̃ε,`))− S`(ū0) (54)

+ ψ′′ + (εκ + O(ε2))ψ′ + (1− 3ū2
0 + 2aū0)ψ + c`,εξ`1H

′
`, ζ ∈ I`,

11



∫

I`

ξ`1φ̃ε,`H
′
` = 0, ` = 1, . . . , m, (55)

Given small Φ̃ε,` with ‖Φ̃ε,`‖H2(I`) ≤ Cε log 1
ε
, ` = 1, . . . , m, we solve problem (53) for

ψ. Observe that since |a(x)| < 1 and |ū0| ≤ 1, we have minx∈Ω̄ 2(1− aū0) > 0. Then by
a fixed point argument we have

‖ψ‖H2(Iε) ≤ C

(
ε log

1

ε
+

m∑

`=1

‖Φ̃ε,`‖2
H2(I`)

+

(
ε +

1

log log 1
ε

) m∑

`=1

‖Φ̃ε,`‖H2(I`)

)

≤ Cε log
1

ε
, (56)

where we have used (42). Next from Remark 1 we can solve (54)-(55) for φ̃ε,` which in
addition satisfies

‖φ̃ε,`‖H2(I`) ≤ C

(
ε log

1

ε
+ ‖Ψ‖H2(Iε) + ‖φ̃ε,`‖2

H2(I`)

)
` = 1, . . . , m.

Combining this with (56), taking ε small, and applying a fixed point argument again
we get a solution to (54)-(55) satisfying

∑m
`=1 ‖φ̃ε,`‖H2(I`) ≤ Cε log 1

ε
, ` = 1, . . . , m. The

proof is now complete.
Next we show that we can choose h = (h1, . . . , hm) such that the coefficients in (47)

cε := (c1,ε, . . . , cm,ε) = 0.

Lemma 3.3 For ε sufficiently small, there exists a solution uε(z̄, ζ; g) to (35) satisfying

uε(z̄, ζ; g) = ûε(z̄, ζ) + O(ε1+µ), (57)

in the ‖ · ‖∗, where

ûε(z̄, ζ) = u0 + ε log
1

ε

[
m∑

`=1

ξ`2ϕ̂`,0 + ψ̂

]
. (58)

Here for every `, ϕ̂`,0 satisfies

ϕ̂′′`,0 + (1− 3H2
` )ϕ̂`,0 =

(
log

1

ε

)−1

∂na(t + f̃`)(1−H2
` )

− 6

(
ε log

1

ε

)−1

(−1)`+1(1−H2
` )

[
e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t
]
, (59)

and ψ̂ satisfies

ψ̂′′ − 2(1− aū0)ψ̂ =

(
1−

m∑

`=1

ξ`1

)
{
(

log
1

ε

)−1

∂na(t + f̃`)(1−H2
` )

− 6

(
ε log

1

ε

)−1

(−1)`+1(1−H2
` )

[
e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t
]
}. (60)
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Proof. Multiplying (47) by H ′
`(ζ − f`) and integrating over I` we obtain

c`,ε

∫

I`

ξ`1(H
′
`)

2 =

∫

I`

S(u0)H
′
` +

∫

I`

[ϕ′′ε,h + (1− 3u2
0)ϕε,h]H ′

` + O(ε
3
2 log

1

ε
), (61)

and we have
∫

I`

[ϕ′′ε,h + (1− 3u2
0)ϕε,h]H ′

` =

∫

I`

[H ′′′
` + (1− 3u2

0)H
′
`]ϕε,h + O(ε

3
2 log

1

ε
) = O(ε

3
2 log

1

ε
).

The left hand side of (61) can be estimated as

c`,ε

∫

I`

ξ`1(H
′
`)

2 =
2
√

2

3
c`,ε(1 + o(1)),

while for the first term in the right hand side we can use (36) to obtain

∫

I`

S(u0)H
′
` = εκ

∫

I`

(H ′
`)

2 − ε∂na

∫

I`

(t + f`)(1−H2)H ′
`

+ 6(−1)`+1

∫

I`

H ′
`(1−H2

` )
[
e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t
]

+ O(ε1+µ)

= 16
[
e−

√
2(f`−f`−1) − e−

√
2(f`+1−f`)

]
+

2
√

2

3
εκ− 4

3
ε∂na(−1)`+1f` + O(ε1+µ), (62)

where we have used (9) and (11). Hence we obtain, for 2 ≤ ` ≤ m− 1

16
[
e−

√
2(f`−f`−1) − e−

√
2(f`+1−f`)

]
− 4

3
ε∂na(−1)`+1f`

+
2
√

2

3
εκ =

2
√

2

3
c`,ε(1 + o(1)) + O(ε1+µ). (63)

Similarly, for ` = 1 and ` = m, we can get respectively

−16e−
√

2(f2−f1) − 4

3
ε∂naf1 +

2
√

2

3
εκ =

2
√

2

3
c1,ε(1 + o(1)) + O(ε1+µ), (64)

16e−
√

2(fm−fm−1) − 4

3
ε∂nafm +

2
√

2

3
εκ =

2
√

2

3
cm,ε(1 + o(1)) + O(ε1+µ). (65)

From (63)-(65), we derive that (c1,ε, . . . , cm,ε) = 0 if and only if the following system
hold 




−16e−
√

2(f2−f1) − 4
3
ε∂naf1 + 2

√
2

3
εκ = O(ε1+µ),

16
[
e−

√
2(f`−f`−1) − e−

√
2(f`+1−f`)

]
− 4

3
ε∂na(−1)`+1f` + 2

√
2

3
εκ

= O(ε1+µ), 2 ≤ ` ≤ m− 1,

16e−
√

2(fm−fm−1) − 4
3
ε∂nafm + 2

√
2

3
εκ = O(ε1+µ).

(66)
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Substituting (27) into (66) we obtain





−16be−
√

2(f̃2−f̃1) − 4
3
ε∂naf̃1 = O(ε1+µ),

16
[
b(−1)`

e−
√

2(f̃`−f̃`−1) − b(−1)`+1
e−

√
2(f̃`+1−f̃`)

]
− 4

3
ε∂na(−1)`+1f̃`

= O(ε1+µ), 2 ≤ ` ≤ m− 1,

16b(−1)m
e−

√
2(f̃m−f̃m−1) − 4

3
ε∂naf̃m = O(ε1+µ),

(67)

where
b := e

2κ
∂na .

We add all equations in (67) and obtain

f̃1 − f̃2 + f̃3 − · · ·+ (−1)`+1f̃` + · · ·+ f̃m = O(εµ). (68)

Combining this with (28), to find f̃`, ` = 1, . . . , m (hence f` from (27)), we only need to
find h`, ` = 1, . . . , m − 1. To this end, we add every adjoint two equations in (67) and
get





−16b−1e−
√

2(f̃3−f̃2) − 4
3
ε∂na(−1)2+1(f̃2 − f̃1) = O(ε1+µ),

16b(−1)`
[
e−

√
2(f̃`−f̃`−1) − e−

√
2(f̃`+2−f̃`+1)

]
− 4

3
ε∂na(−1)`+2(f̃`+1 − f̃`)

= O(ε1+µ), 2 ≤ ` ≤ m− 2,

16be−
√

2(f̃m−1−f̃m−2) − 4
3
ε∂na(−1)m+1(f̃m − f̃m−1) = O(ε1+µ).

(69)

Substituting (28) into (69) and using (29) we obtain





−e−
√

2h2 − (−1)2+1 − (−1)2+1 h1

ρε,2
= o(εµ),

e−
√

2h`−1 − e−
√

2h`+1 − (−1)`+2 − (−1)`+2 h`

ρε,`−1
= o(εµ), 2 ≤ ` ≤ m− 2,

e−
√

2hm−2 − (−1)m+1 − (−1)m+1 hm−1

ρε,m−2
= o(εµ),

(70)

where we have used (30) and (31).
We write the (m− 1)× (m− 1) matrix

A =




0 −1 0 0 · · · 0
1 0 −1 0 · · · 0
0 1 0 −1 · · · 0
0 0 1 0 · · · 0
...

. . . . . .
...

0 · · · . . . 0 −1 0
0 · · · 1 0 −1
0 · · · 0 1 0



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and denote

h̄ =




h1

h2
...

hm−1


 , a =




(−1)1+2

(−1)2+2

...
(−1)m−1+2


 , f(h̄) =




(−1)1+2 h1

ρε,2

(−1)2+2 h2

ρε,1

...

(−1)m−1+2 hm−1

ρε,m−2




.

Furthermore, we set

T(h̄) = A




e−
√

2h1

e−
√

2h2

...

e−
√

2hm−1


 .

Then (70) can be written as

T(h̄)− a− f(h̄) = o(εµ). (71)

For matrix A, if we denote

B =

[
0 0
−1 0

]
, D =

[
0 −1
1 0

]
, F =

[
0 1
0 0

]
, (72)

then

A =




D B 0 0 · · · 0
F D B 0 · · · 0
0 F D B · · · 0
0 0 F D · · · 0
...

. . . . . .
...

0 · · · . . . D B 0
0 · · · F D B
0 · · · 0 F D




,

Elementary calculations show that

A−1 =




D−1 F F F · · · F
B D−1 F F · · · F
B B D−1 F · · · F
B B B D−1 · · · F
...

. . . . . .
...

B · · · . . . D−1 F F
B · · · B D−1 F
B · · · B B D−1




, (73)
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where

D−1 =

[
0 1
−1 0

]
. (74)

We introduce the norm
‖h̄‖∞ := max

1≤i≤m−1
|hi|.

For a given b ∈ Rm−1 we first solve the problem

T(h̄)− a− f(b) = 0. (75)

Note that

‖f(b)‖∞ = O(
1

log 1
ε

).

By this and (72)-(74), we know that (75) exists a unique solution

e−
√

2h2j+1 =
m− 1

2
− j + O(

1

log 1
ε

), e−
√

2h2j+2 = j + 1 + O(
1

log 1
ε

), 0 ≤ j ≤ m− 3

2
.

Hence

h2j+1 = −
√

2

2
log(

m− 1

2
− j) + O(

1

log 1
ε

), h2j+2 = −
√

2

2
log(j + 1) + O(

1

log 1
ε

).

We denote
h̄ = T−1(a + f(b)).

Then solving problem (71) is equivalent to solving the following fixed point problem

h̄ = T−1(a + f(h̄) + o(εµ)) =: G(h̄). (76)

Clearly, for sufficiently large M > 0, G is a contraction operator in the set {h̄ : ‖h̄‖∞ ≤
M}. Indeed, we have

‖G(h̄1)−G(h̄2)‖∞ ≤ C

log 1
ε

‖h̄1 − h̄2‖∞.

Hence the contraction mapping principle shows that problem (76) exists a solution h̄.
To show that uε has the expansion (57), we use the equation satisfied by ϕε,h. Let

ϕε,h = ε log 1
ε

[∑m
`=1 ξ`2ϕ̂`,0 + ψ̂

]
+ O(ε1+µ). By (51), (53) and (36), we deduce that ϕ̂`,0

and ψ̂ satisfy respectively

ϕ̂′′`,0 + (1− 3H2
` )ϕ̂`,0

=

(
log

1

ε

)−1

∂na(t + f`)(1−H2(t))−
(

log
1

ε

)−1

κ(−1)`+1H ′(t)

− 6

(
ε log

1

ε

)−1

(−1)`+1(1−H2(t))
[
e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t
]
,
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and

ψ̂′′ − 2(1− aū0)ψ̂ =

(
1−

m∑

`=1

ξ`1

)
{
(

log
1

ε

)−1

∂na(t + f`)(1−H2
` )

−
(

log
1

ε

)−1

κ(−1)`+1H ′(t)

− 6

(
ε log

1

ε

)−1

(−1)`+1(1−H2
` )

[
e−

√
2(f`−f`−1)e−

√
2t − e−

√
2(f`+1−f`)e

√
2t
]
}.

These and (27) yield (57). We complete the proof of this lemma.
Using the solution uε obtained in the previous lemma, we can define the operator

L(φ) := φζζ + εκ(εz)φζ + O(ε2)φζ + (1− 3u2
ε)φ + 2a(εx)uεφ.

Lemma 3.4 The solution uε constructed in Lemma 3.3 is unique. Indeed, the eigenval-
ues for the following problem

L(φ`,0) + λ`,εφ`,0 = 0 (77)

satisfy

λ`,ε = −ε log
1

ε
γ`∂na(1 + o(1)) (` = 1, . . . , m), λm+1,ε ≥ γm+1 > 0, (78)

for some positive constants γ`, γm+1. Furthermore, if

L(φ) = ψ, (79)

then we have

φ =
m∑

`=1

c`,εH
′
` + φ⊥, (80)

where

‖φ⊥‖∗ = O(‖ψ‖∗),
m∑

`=1

|c`,ε| = 1

ε log 1
ε

O

(
m∑

`=1

∣∣∣∣
∫

Iε

ψH ′
`

∣∣∣∣
)

, (81)

hence

‖φ‖∗ ≤ C

ε log 1
ε

‖Lφ‖∗. (82)

Proof. We first show (78). Let (λ`,ε, φ`,0) satisfy (77). By Lemma 2.1 it is easy to see
that either λ`,ε → 0, or λ`,ε ≥ γ > 0. We discuss the first case decomposing φ`,0 as

φ`,0 = c`,εH
′
` + φ⊥`,0,

∫

Iε

φ⊥`,0H
′
` = 0. (83)

17



Then we have
L(φ⊥`,0) + λ`,εφ

⊥
`,0 = −c`,εL(H ′

`)− c`,ελ`,εH
′
`, (84)

where
L(H ′

`) = 3(H2
` − u2

ε)H
′
` + εκH ′′

` + 2auεH
′
` + O(ε

3
2 ).

Since λ`,ε → 0 and
∫

Iε
φ⊥`,0H

′
` = 0, from Lemma 2.1 we obtain that

‖φ⊥`,0‖∗ ≤ C|c`,ε|
(

ε log
1

ε
+ |λ`,ε|

)
. (85)

Now multiplying (84) by H ′
` , ` = 1, . . . , m, respectively and integrating over Iε, we have

∫

Iε

L(φ⊥`,0)H
′
` = −c`,ε

[∫

Iε

L(H ′
`)H

′
` + λ`,ε

∫

Iε

(H ′
`)

2

]
. (86)

For the left-hand side, we have

∫

Iε

L(φ⊥`,0)H
′
` =

∫

Iε

[H ′′′
` + (1− 3u2

ε)H
′
`]φ

⊥
`,0 + O

(
ε

(
ε log

1

ε
+ |λ`,ε|

))

=

∫

Iε

3[H2
` − u2

ε]H
′
`φ
⊥
`,0 + O

(
ε

(
ε log

1

ε
+ |λ`,ε|

))
(87)

= O

(
ε

(
ε log

1

ε
+ |λ`,ε|

))
,

while for the the first integral of the right-hand side we have

∫

Iε

L(H ′
`)H

′
` =

∫

Iε

3(H2
` − u2

ε)(H
′
`)

2 + O(ε)

= −6

∫

R
(−1)`−1H(t)[(−1)`−2(H(t + f` − f`−1)− 1)

+(−1)`(H(t + f` − f`+1) + 1)](H ′(t))2dt + O(ε)

= −6e−
√

2(f`−f`−1)

∫

R
H(t)(H ′(t))2e−

√
2tdt (88)

+6e−
√

2(f`+1−f`)

∫

R
H(t)(H ′(t))2e

√
2tdt + O(ε)

=: ε log
1

ε
γ̃`∂na(1 + o(1)) + O(ε).

Note that
γ̃` > 0,

since ∫

R
H(t)(H ′(t))2e−

√
2tdt < 0 and

∫

R
H(t)(H ′(t))2e

√
2tdt > 0.
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Clearly

λ`,ε

∫

Iε

(H ′
`)

2 = λ`,ε

(
2
√

2

3
+ o(1)

)
. (89)

From (86)-(89) we obtain (78), where γ` = 3
2
√

2
γ̃` > 0. The proof of (80), (81) follows

from similar argument. The uniqueness of uε can be deduced from (78). We complete
the proof of this lemma.

By using Lemma 3.4 we can obtain the following estimates.

Lemma 3.5 If ‖g‖∗,l ≤ C for some integer l, then

‖uε(z̄, ζ; g)‖∗,l ≤ C. (90)

Proof. We only consider the simplest case: Dα
z̄1

= ∂
∂z̄1

, since the higher-order derivatives
case can be deal with similarly. Differentiating (35) with respect to z̄1 and letting
v := Dα

z̄1
uε(z̄, ζ; g), we have

Lv + εDα
z̄1

κ(z̄)uε,ζ + Dα
z̄1

a(εx)(1− u2
ε) + O(ε2) = 0

in the norm ‖ · ‖∗,l−1. By (82) and the fact that Dα
z̄1

a(εx) = O(ε log 1
ε
), (90) follows

immediately.

Lemma 3.6 If ‖gi‖∗ ≤ C, i = 1, 2 and if uε(z̄, ζ; gi) are the corresponding solutions of
(35), then we have the following estimate

‖uε(z̄, ζ; g1)− uε(z̄, ζ; g2)‖∗ ≤ Cε‖g1 − g2‖∗. (91)

More precisely, following the notations in the proof of Lemma 3.4, the following estimate
holds true

uε(z̄, ζ; g1)− uε(z̄, ζ; g2) =
m∑

`=1

d`,0H
′
` + ψ0, (92)

where
m∑

`=1

|d`,0| = O(ε‖g1 − g2‖∗), ‖ψ0‖∗ = O(ε2‖g1 − g2‖∗). (93)

Proof. Let w = uε(z̄, ζ; g1)− uε(z̄, ζ; g2). Then by (57) we have ‖w‖∗ = O(ε) and

L(2)w − 3uε(z̄, ζ; g2)w
2 + a(εx)w2 + O(‖w‖3

∗) + ε2(g1 − g2) = 0

in the norm ‖ · ‖∗, where L(2)w = wζζ + εκwζ + O(ε2)wζ + (1 − 3uε(z̄, ζ; g2)
2)w +

2a(εx)uε(z̄, ζ; g2)w.
By (80), (81), we have

‖ψ0‖∗ = O(ε2‖g1 − g2‖∗)
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and

m∑

`=1

|d`,0|

=
1

ε log 1
ε

O




m∑
j=1

∣∣∣∣∣∣

∫

Iε

(a(εx)− 3uε(z̄, ζ; g2))

[
m∑

`=1

d`,0H
′
` + ψ0

]2

H ′
j

∣∣∣∣∣∣


 + O(ε‖g1 − g2‖∗).

Observe that a = O(ε log 1
ε
) near f` and

∫
RH(H ′)3 = 0. The similar argument as in the

proof of Lemma 3.4 yields (93).

Lemma 3.7 If ‖gi‖∗ ≤ C, i = 1, 2 and uε(z̄, ζ; gi) are as in the previous lemma, then
the following estimate holds true

‖uε(z̄, ζ; g1)− uε(z̄, ζ; g2)‖∗,l ≤ Cε(‖g1 − g2‖∗ + ‖g1 − g2‖∗,l). (94)

More precisely, for any multi-index α with |α| ≤ l, we have

Dα
z̄ (uε(z̄, ζ; g1)− uε(z̄, ζ; g2)) =

m∑

`=1

d`,αH ′
` + ψα, (95)

where
m∑

`=1

|d`,α| = O(ε(‖g1 − g2‖∗ + ‖g1 − g2‖∗,l)), (96)

‖ψα‖∗ = O
(
ε2(‖g1 − g2‖∗ + ‖g1 − g2‖∗,l)

)
. (97)

Proof. As before, we set w = uε(z̄, ζ; g1)− uε(z̄, ζ; g2). Then Dz̄w satisfies

L(2)Dz̄w + εDz̄κwζ + O(ε2)wζ − 6uε(z̄, ζ; g2)wDz̄w − 3w2Dz̄uε(z̄, ζ; g2)

−6uε(z̄, ζ; g2)Dz̄uε(z̄, ζ; g2)w + Dz̄a(εx)w2 + 2awDz̄w

+2Dz̄auε(z̄, ζ; g2)w + 2aDz̄uε(z̄, ζ; g2)w + O(‖w‖2
∗)Dz̄w + ε2Dz̄(g1 − g2) = 0.

As before, we decompose Dz̄w as

Dz̄w =
m∑

`=1

d`,1H
′
` + ψ1.

The same argument as in Lemma 3.4 gives (96), (97). By induction in the length of α,
we obtain the desired estimate.

From the results in Lemmas 3.3-3.7, we have obtained the following Theorem.
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Theorem 3.1 Assume
‖g(z̄, ζ)‖∗,l < C, l ∈ N. (98)

Then there exists ε0 > 0 such that for ε < ε0 and g satisfying (98), there exists a unique
solution uε(z̄, ζ; g) to the problem (35), which satisfies

uε(z̄, ζ; g) = ûε(z̄, ζ) + O(ε1+µ),

in the ‖ · ‖∗, where

ûε(z̄, ζ) = u0 + ε log
1

ε

[
m∑

`=1

ξ`2ϕ̂`,0 + ψ̂

]
.

The functions ϕ̂`,0 and ψ̂ satisfy respectively (59) and (60).
Moreover, we have

‖uε(z̄, ζ; g)‖∗,l ≤ C,

and if g1, g2 satisfy (98), then

‖uε(z̄, ζ; g1)− uε(z̄, ζ; g2)‖∗,l ≤ Cε(‖g1 − g2‖∗ + ‖g1 − g2‖∗,l).

By Theorem 3.1, using an iteration procedure, we can easily obtain the main result
of this section, concerning existence of approximate solutions to (15).

Theorem 3.2 For each fixed integer J ≥ 3, there exists an approximate solution uJ
ε

satisfying (57) and

‖uJ
ζζ + εκ(εz)uJ

ζ + ε2∆Kεζ
uJ + O(ε2)uJ

ζ + u(1− u2)− a(εx)(1− (uJ)2)‖∗,2 ≤ CεJ . (99)

Proof. We set
u2

ε(z̄, ζ) := uε(z̄, ζ; 0), g2 := 0,

and
uj

ε(z̄, ζ) := uε(z̄, ζ; gj), gj := −∆Kεζ
uj−1

ε ,

where j = 3, . . . , J .
We first consider the case J = 3. Observe that u2

ε satisfies

u2
ζζ + εκ(εz)u2

ζ + O(ε2)u2
ζ + u2(1− (u2)2)− a(εx)(1− (u2)2) = 0,

while u3
ε satisfies

u3
ζζ + εκ(εz)u3

ζ + O(ε2)u3
ζ + u3(1− (u3)2)− a(εx)(1− (u3)2) + ε2∆Kεζ

u2
ε = 0.

By (90), for any l ∈ N we have
‖u2

ε‖∗,l ≤ C,

and by (94)
‖u3

ε − u2
ε‖∗,l−2 ≤ Cε,
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which implies that u3
ε satisfies

‖u3
ζζ + εκ(εz)u3

ζ + ε2∆Kεζ
u3 + O(ε2)u3

ζ + u3(1− (u3)2)− a(εx)(1− (u3)2)‖∗,l−4 ≤ Cε3.

For J > 3 (choosing l in the initial step sufficiently large depending on J), we can
prove (99) using an induction argument.

Remark 2 The approximate solution uJ
ε constructed in Theorem 3.2 is actually unique

(since the solution in Theorem 3.1 is unique), and smooth in ε.

Finally, we consider the dependence of uJ
ε in ε. It is convenient to scale the function

uJ
ε to Ω defining ūJ

ε (εx) := uJ
ε (x). Then for J > 2 the derivative of uJ

ε with respect to

ε, namely vJ
ε (x) = ∂ūJ

ε

∂ε
(εx), satisfies

vJ
ε,ζζ + εκ(εz)vJ

ε,ζ + O(ε2)vJ
ε,ζ + (1− 3(uJ

ε )2)vJ
ε + 2a(εx)uJ

ε vJ
ε

+
∂a

∂ε
(εx)((uJ

ε ))2 − 1) +
2

ε
[((uJ

ε ))3 − uJ
ε )− a((uJ

ε ))2 − 1)] = O(ε2), (100)

in the ‖ · ‖∗ norm.

Remark 3 The eigenvalue estimates in Lemma 3.4 also hold when we replace uε by uJ
ε .

Furthermore, the eigenfunctions φ`,0, ` = 1, . . . ,m in (77) satisfies regularity estimates
similar to those in (90).

4 Invertibility of the linearized operator

First we need to characterize the eigenfunctions of the linearized equation corresponding
to small eigenvalues. We study the eigenfunctions of the operator

Lεφ := Lφ + ∆Kζ
φ

corresponding to suitably small eigenvalues. The reason is that in order to apply Theo-
rem 2.1, it is necessary to consider the projection onto the eigenspace of σ0. Precisely,
the eigenvalues of Pσ0 ◦ ∂T

∂ε
(0) ◦ Pσ0 can be found by using the Rayleigh quotient

ρ(u) =
(Pσ0 ◦ ∂T

∂ε
(0) ◦ Pσ0u, u)X

(u, u)X

, u ∈ X, u 6= 0.

Lemma 4.1 Suppose the function φ satisfies (see the notation in Lemma 3.4)

Lεφ + λ∂naφ = 0, ‖φ‖L2(Uτ ) = 1, (101)

with λ = O(ε log 1
ε
) as ε → 0. We decompose

φ =
m∑

`=1

ψ`(z)φ`,0(z, ζ) + φ⊥,
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where φ`,0(z, ζ) is the eigenfunctions (normalized in L2([−ε−τ , ε−τ ]) with respect to the
volume form of gε) of L and where φ⊥ satisfies

∫

[−ε−τ ,ε−τ ]

φ⊥(z, ζ)φ`,0(z, ζ)dζ = 0, ∀z ∈ Kε, ` = 1, . . . ,m.

Then, as ε → 0, writing ψ`(z) =
∑

j α`,jϕj(εz), we have the following estimate

‖φ⊥‖2
H1(Uτ ) ≤

C

εn−1

m∑

`=1

∑
j

α2
`,j

(
ε4 + ε4j

2
n−1

)
, (102)

for some constant C.

Proof. We multiply the eigenvalue equation in (101) by φ⊥ and integrate on Uτ . From
the definition of Lε = L+ ∆Kζ

and the uniform invertibility of L on φ⊥, see Lemma 3.4

(we are actually substituting [− δ
ε
, δ

ε
] with [−ε−τ , ε−τ ], but this not affects the eigenvalue

estimates), we find that

∫

Uτ

φ⊥Lφ⊥dVgε ≤ −C[‖φ⊥‖2
L2(Uτ ) + ‖φ⊥ζ ‖2

L2(Uτ )]. (103)

We also obtain from (23) that

−
∫

Kε

φ⊥∆Kζ
φ⊥dVgKζ

= (1 + O(εζ))

∫

Kε

|∇ḡεφ
⊥|2dVḡε . (104)

From (103), (104) and (24) we deduce that

∫

Uτ

φ⊥Lεφ
⊥dVgε ≤ −C‖φ⊥‖2

H1(Uτ ),

and therefore

C‖φ⊥‖2
H1(Uτ ) ≤

∣∣∣∣∣
∫

Uτ

φ⊥
m∑

`=1

(ψ`Lφ`,0)dVgε +

∫

Uτ

φ⊥
m∑

`=1

(φ`,0∆Kζ
ψ`)dVgε

∣∣∣∣∣

+

∣∣∣∣∣
∫

Uτ

φ⊥
m∑

`=1

(ψ`∆Kζ
φ`,0)dVgε

∣∣∣∣∣

+

∣∣∣∣∣2
∫

Uτ

φ⊥
m∑

`=1

〈∇Kζ
ψ`,∇Kζ

φ`,0〉dVgε

∣∣∣∣∣ + C|λ|‖φ⊥‖2
L2(Uτ ).

From the orthogonality conditions on φ⊥ and from the fact that these functions φ`,0, ` =
1, . . . , m are eigenfunctions for L (up to a small error), the first term on the right-hand
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side vanishes. Since φ`,0, ` = 1, . . . , m satisfy a decay estimate with respect to ζ as in
(90), from (18) and (22) we obtain the following estimate

‖φ⊥‖H1(Uτ ) ≤ Cε2

m∑

`=1

‖ψ`‖L2(Kε) + Cε

m∑

`=1

‖∇Kζ
ψ`‖L2(Kε),

where we have used the that that λ = O(ε log 1
ε
). By ψ`(z) =

∑
j α`,jϕj(εz), the

asymptotic formula for λj and a change of variables we find

∫

Kε

|ψ`(z)|2dVḡε ≤ C

∫

Kε

∂na|ψ`(z)|2dVḡε ≤
C

εn−1

∑
j

α2
`,j

and ∫

Kε

|∇Kζ
ψ`(z)|2dVḡε ≤

C

εn−1
ε2

∑
j

j
2

n−1 α2
`,j.

Hence (102) follows from the last three formulas.

Lemma 4.2 Suppose the same assumptions of Lemma 4.1 hold. Then, as ε → 0 we
have ‖φ⊥‖H1(Uτ ) = O(ε

3
2 log 1

ε
).

Proof. We rewrite the eigenvalue equation in (101) as

Lεφ =
m∑

`=1

[φ`,0∆Kζ
ψ`(z) + ψ`(z)Lφ`,0 + ψ`(z)∆Kζ

φ`,0 + 2〈∇Kζ
ψ`(z),∇Kζ

φ`,0〉] + Lεφ
⊥

= −λ∂naφ⊥ − λ∂na

m∑

`=1

ψ`(z)φ`,0.

Using the facts that Lφ`,0 = ε log 1
ε
γ`∂na(1 + o(1))φ`,0 (` = 1, . . . , m), we have

Lεφ =
m∑

`=1

[φ`,0(∆Kζ
ψ`(z) + ε log

1

ε
γ`∂na(1 + o(1))ψ`) + ψ`(z)∆Kζ

φ`,0 (105)

+2〈∇Kζ
ψ`(z),∇Kζ

φ`,0〉] + Lεφ
⊥ = −λ∂naφ⊥ − λ∂na

m∑

`=1

ψ`(z)φ`,0.

Writing still ψ`(z) =
∑

j α`,jϕj(εz), we let jε be the first integer j such that ε2λj > ε.
For each `, we multiply then the last equation by

∑
j≥jε

α`,jϕj(εz)φ`,0 respectively and

integrate in Uτ , and then sum for ` = 1, . . . , m. Using the orthogonality of φ⊥ to φ`,0,
the self-adjointness of Lε and integrating by parts we obtain

1

εn−1

m∑

`=1

∑
j≥jε

ε2α2
`,jλj ≤ C(ε log

1

ε
+ |λ|)

(
1

εn−1

m∑

`=1

∑
j≥jε

α2
`,j

) 1
2
(

1

εn−1

m∑

`=1

∑
j

α2
`,j

) 1
2
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+Cε

(
1

εn−1

m∑

`=1

∑
j

α2
`,j

) 1
2
(

1

εn−1

m∑

`=1

∑
j≥jε

ε2α2
`,jλj

) 1
2

+

∣∣∣∣∣
∫

Uτ

φ⊥Lε

(
m∑

`=1

∑
j≥jε

α`,jϕjφ`,0

)
dVgε

∣∣∣∣∣ .

From (105), the last term can be evaluated as
∣∣∣∣∣
∫

Uτ

φ⊥Lε

(
m∑

`=1

∑
j≥jε

α`,jϕjφ`,0

)
dVgε

∣∣∣∣∣ ≤ Cε

m∑

`=1

‖∇Kζ
ψ`‖L2(Kε)‖φ⊥‖L2(Uτ )

≤ Cε‖φ⊥‖L2(Uτ )

(
1

εn−1

m∑

`=1

∑
j≥jε

ε2α2
`,jλj

) 1
2

.

Hence from the last two formulas and from the fact that λj À 1 for j ≥ jε we get

(
1

εn−1

m∑

`=1

∑
j≥jε

ε2α2
`,jλj

) 1
2

≤ Cε
1
2 log

1

ε




(
1

εn−1

m∑

`=1

∑
j

α2
`,j

) 1
2

+ ‖φ⊥‖L2(Uτ )


 . (106)

We also notice that by the L2 normalization of φ one has

1

εn−1

m∑

`=1

∑
j

α2
`,j + ‖φ⊥‖2

L2(Uτ ) ≤ C.

Then from Lemma 4.1, (dividing the j′s into {j < jε} and {j ≥ jε}), recalling our
definition of jε and (106) we have

‖φ⊥‖H1(Uτ ) ≤ Cε2 + Cε
3
2 + Cε

(
1

εn−1

m∑

`=1

∑
j≥jε

ε2α2
`,jλj

) 1
2

≤ Cε
3
2 + Cε

3
2 log

1

ε
(1 + ‖φ⊥‖H1(Uτ )),

which yields the desired result.
From (25) we have

ε2

∫

K

|∇Kϕj|2 − ε log
1

ε
γ`

∫

K

∂naϕ2
j = ε2λj − ε log

1

ε
γ` =: λ`,j. (107)

Now we differentiate some suitably small eigenvalues of Lε with respect to the pa-
rameter ε. As an application we will obtain the invertibility of Lε for a quite large family
of ε. Then, as in [30], Proposition 7.3, using Kato’s theorem one can prove the following
result.
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Proposition 4.1 The eigenvalues λ of the problem

Lεu + λ∂nau = 0, in Uτ (108)

are differentiable with respect to ε, and they satisfy the following estimates

M1
λ,ε ≤

∂λ

∂ε
≤ M2

λ,ε, (109)

where

M1
λ,ε = inf

u∈Hλ,u6=0

∫
Uτ

(2
ε
|∇gεu|2 + 6uJ

ε vJ
ε u2 − 2avJ

ε u2 − 2∂εauJ
ε u2)dVgε∫

Uτ
∂nau2dVgε

and

M2
λ,ε = sup

u∈Hλ,u6=0

∫
Uτ

(2
ε
|∇gεu|2 + 6uJ

ε vJ
ε u2 − 2avJ

ε u2 − 2∂εauJ
ε u2)dVgε∫

Uτ
∂nau2dVgε

Lemma 4.3 Suppose the assumptions of Lemma 4.1 hold, except that we now use the
normalization ‖φ‖H1(Uτ ) = 1. Then, if |λ| = O(ε

3
2 log 1

ε
) we have

1

εn−1

m∑

`=1

∑

|λ`,j |≥ε
5
4

α2
`,j = O

(
ε

1
4 log

1

ε

)
,

and
1

εn−1

m∑

`=1

∑

|λ`,j |≥ε
5
4

|λ`,j|α2
`,j = O

(
ε

3
2 log

1

ε

)
.

Proof. We define the sets

E`,1 := {j ∈ N : λ`,j < −ε
5
4}, E`,2 := {j ∈ N : λ`,j > ε

5
4},

and the functions

ψ̄`,1(z) =
∑

j∈E`,1

α`,jϕj(εz), ψ̄`,2(z) =
∑

j∈E`,2

α`,jϕj(εz),

φ1 =
m∑

`=1

ψ̄`,1(z)φ`,0, φ2 =
m∑

`=1

ψ̄`,2(z)φ`,0.

As one can easily see from the orthogonality of ψ̄`,1(z) and ψ̄`,2(z), ‖φ1‖H1(Uτ ), ‖φ2‖H1(Uτ )

and ‖∑m
`=1 ψ`φ`,0‖L2(Uτ ) stay uniformly bounded as ε tends to zero. We multiply next
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the equation in (101) by φ1 and integrate

O

(
ε

3
2 log

1

ε

)
=

∫

Uτ

φ1LεφdVgε =

∫

Uτ

(
m∑

`=1

ψ`φ`,0 + φ⊥
)

Lεφ1dVgε

= O

(
ε

3
2 log

1

ε

)
‖φ1‖H1(Uτ ) +

∫

Uτ

m∑

`=1

ψ`φ`,0Lεφ1dVgε

= O

(
ε

3
2 log

1

ε

)
+

∫

Uτ

m∑

`=1

ψ`φ`,0Lεφ1dVgε .

From the expression of Lε we have

O

(
ε

3
2 log

1

ε

)
=

∫

Uτ

m∑

`=1

ψ`φ`,0{
m∑

j=1

[φj,0∆Kζ
ψ̄j,1(z) + ε log

1

ε
γ`∂na(1 + o(1)φj,0ψ̄j,1(z)

+ψ̄j,1(z)∆Kζ
φj,0 + 2〈∇Kζ

ψ̄j,1(z),∇Kζ
φj,0〉]}

= −1 + o(1)

εn−1

m∑

`=1

∑
j∈E`,1

λ`,jα
2
`,j

+O(ε2)


 1

εn−1

m∑

`=1

∑
j∈E`,1

α2
`,j




1
2 m∑

`=1

‖ψ̄`,1‖L2(Kε)

+O(ε)


 1

εn−1

m∑

`=1

∑
j∈E`,1

α2
`,jλj




1
2 m∑

`=1

‖ψ̄`,1‖L2(Kε).

Then we have
1

εn−1

m∑

`=1

∑
j∈E`,1

α2
`,j|λ`,j| ≤ Cε

3
2 log

1

ε
.

Still from the fact that |λ`,j| > ε
5
4 for j ∈ E`,1, one also deduces

1

εn−1

m∑

`=1

∑
j∈E`,1

α2
`,j ≤ Cε

1
4 log

1

ε
.

A similar argument, replacing E`,1 with E`,2 gives similar estimates, so we obtain the
conclusion.

As an application of the above lemma, we obtain the following estimates of the
derivatives of small eigenvalues of Lε.

Lemma 4.4 Suppose λ is as in Lemma 4.1, and assume that |λ| = O(ε
3
2 log 1

ε
). Then,

for ε sufficiently small the eigenvalue λ is differentiable with respect to ε, and satisfies

∂λ

∂ε
> 0.
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Proof. Suppose u is an eigenfunction of Lε with eigenvalue λ. Using the eigenvalue
equation and Proposition 4.1, we see that the numerator in Kato’s formula can be
substituted by the expression
∫

Uτ

(
2

ε
[(1− 3(uJ

ε )2)u2 + 2auJ
ε u2] + 6uJ

ε

∂ūJ
ε

∂ε
u2 − 2a

∂ūJ
ε

∂ε
u2 − 2∂εauJ

ε u2

)
dVgε+O(ε)‖u‖2

H1 .

By Lemmas 4.2 and 4.3 we can evaluate the latter integrand substituting to u the
function

u =
m∑

`=1

φ`,0ψ̄` :=
m∑

`=1

∑

|λ`,j |≤ε
5
4

α`,jφ`,0ϕj(εz).

We normalize u so that
∫

Uτ

∂na

(
m∑

`=1

φ`,0ψ̄`

)2

dVgε = 1.

We have

∂λ

∂ε
=

∫

Kε

∫ ε−τ

−ε−τ

(1+εζκ)

(
2

ε
[(1− 3(uJ

ε )2) + 2auJ
ε ] + 6uJ

ε

∂ūJ
ε

∂ε
− 2a

∂ūJ
ε

∂ε
− 2∂εauJ

ε

) (
m∑

`=1

φ`,0ψ̄`

)2

+o(1).

We claim
∫ ε−τ

−ε−τ

(1 + εζκ)

(
2

ε
[(1− 3(uJ

ε )2) + 2auJ
ε ] + 6uJ

ε

∂ūJ
ε

∂ε
− 2a

∂ūJ
ε

∂ε
− 2∂εauJ

ε

)
φ2

`,0

= ∂na

(
2

3
+ 2

∫

R
t2(H ′(t))3dt + 2f 2

`

∫

R
(H ′(t))3dt

)
(1 + O(ε1−τ )). (110)

Indeed, from [33], we know
∫

R
[2(1− 3H2)− 6tHH ′](H ′)2dt = 0,

hence we have
∫ ε−τ

−ε−τ

(1 + εζκ)

(
2

ε
(1− 3(uJ

ε )2) + 6uJ
ε

∂ūJ
ε

∂ε

)
φ2

`,0 = O(ε1−τ ), (111)

where we have used the facts that ∂ūJ
ε

∂ε
' (− ζ

ε
− ∂f`

∂ε

)
H ′ near f` and φ`,0 = c`,εH

′
` + φ⊥`,0.

We also have
∫ ε−τ

−ε−τ

(1 + εζκ)

(
4

ε
auJ

ε − 2a
∂ūJ

ε

∂ε
− 2∂εauJ

ε

)
φ2

`,0

= ∂na

∫

R
[2tH(H ′)2 + 2(t + f`)

2(H ′)3]dt(1 + O(ε1−τ ))

= ∂na

(
2

3
+ 2

∫

R
t2(H ′(t))3dt + 2f 2

`

∫

R
(H ′(t))3dt

)
(1 + O(ε1−τ )). (112)
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(111) and (112) give (110). By (110) we can obtain the result of this lemma.
In the rest of this section we prove our main theorem, showing that the operator Lε

is invertible for a suitable sequence εj → 0.

Theorem 4.1 For J ≥ 3, let uJ
ε and Lε be as above. Then for a suitable sequence

εj → 0, Lεj
: H2(Uτ ) → L2(Uτ ) is invertible and the inverse operator satisfies

‖L−1
εj
‖ ≤ Cε

−n+1
2

j

(
log

1

εj

)n−1
2

, for all j ∈ N.

Proof. First of all we give an asymptotic estimate on the number Nε of negative eigenval-
ues of Lε. We denote the eigenvalues of Lε by λ̃j,ε in non-decreasing order and counting
them with multiplicity. From the Courant-Fisher characterization we can write λ̃j,ε in
two different ways

−λ̃j,ε = sup
M∈Mj

inf
u∈M,u6=0

∫
Uτ

uLεudVgε∫
Uτ

∂nau2dVgε

, − λ̃j,ε = inf
M∈Mj−1

sup
u⊥M,u6=0

∫
Uτ

uLεudVgε∫
Uτ

∂nau2dVgε

(113)

Here Mj (resp. Mj−1) represents the family of j-dimensional (resp. j − 1 dimensional)
subspaces of H2(Uτ ), and the symbol ⊥ denotes orthogonality with respect to the L2

scalar product with weight ∂na.
Using the first formula in (113) one can plug-in functions of the form u =

∑m
`=1 φ`,0ψ`

so that (see (105))

Lεu =
m∑

`=1

[φ`,0(∆Kζ
ψ`(z)+ε log

1

ε
γ`∂na(1+o(1))ψ`)+ψ`(z)∆Kζ

φ`,0+2〈∇Kζ
ψ`(z),∇Kζ

φ`,0〉].

From the decay estimates of φ`,0, ` = 1, . . . , m with respect to ζ and the Weyl’s asymp-
totic formula we can obtain the lower bound

Nε ≥ (1 + o(1))CΩ

(
ε−1

j log
1

εj

)n−1
2

.

The similar argument as in [33], we can get the upper bound

Nε ≤ (1 + o(1))CΩ

(
ε−1

j log
1

εj

)n−1
2

,

with the same constant as before. In conclusion we have

Nε ∼ CΩ

(
ε−1

j log
1

εj

)n−1
2

, as ε → 0. (114)

29



Now for l ∈ N, we let εl = 2−l. Then from (114) we have

Nεl+1
−Nε ∼ CΩ

(
2(l+1)n−1

2 (log 2l+1)
n−1

2 − 2l n−1
2 (log 2l)

n−1
2

)
(115)

= CΩ

(
2

n−1
2

(
l + 1

l

)n−1
2

− 1

)(
ε−1

l log
1

εl

)n−1
2

.

By Lemma 4.4, the eigenvalues of Lε bounded in absolute value by o(ε) are increasing in
ε. Equivalently, by the last equation, the number if eigenvalues which become negative,

when ε decrease from εl to εl+1, is of order
(
ε−1

l log 1
εl

)n−1
2

. We define

Bl := {ε ∈ (εl+1, εl) : ker Lε 6= ∅}, B̃l := (εl+1, εl) \Bl.

By (115) and the monotonicity in ε of the small eigenvalues, we deduce that

card(Bl) ≤ Nεl+1
−Nε ≤ C

(
ε−1

l log
1

εl

)n−1
2

,

and hence there exists an interval (al, bl) such that

(al, bl) ⊆ Bl, |bl − al| ≥ C
meas(Bl)

card(Bl)
≥ Cε

n+1
2

l

(
log

1

εl

)−n−1
2

.

From Lemma 4.4 we deduce that Lal+bl
2

is invertible and

‖L−1
al+bl

2

‖ ≤ Cε
−n+1

2
l

(
log

1

εl

)n−1
2

.

Now it is sufficient to set εj = al+bl

2
. The proof is completed.

We consider now the problem in the whole domain Ωε, and not only in the strip
Uτ . Precisely, we first choose a cutoff function ηε(θ) which is identically equal to 1 for
θ ≤ ε−τ

2
, and which is identically equal to 0 for θ ≥ 3ε−τ

4
. We then define the function

ûJ
ε by

ûJ
ε (z, ζ) := ηε(|ζ|)uJ

ε (z, ζ) + (1− ηε(|ζ|))W,

where W is defined in (37). It is easy to verify that, by the exponential convergence to
±1 of uJ

ε in the compact sets of Ω± (and also by the decay of its derivative), that

‖Sε(û
J
ε )‖L2(Ωε) ≤ CεJ−n−1

2 , ‖Sε(û
J
ε )‖L∞(Ωε) ≤ CεJ ,

where

Sε(u) := uζζ + εκ(εz)uζ + ε2∆Kεζ
u + O(ε2)uζ + u(1− u2)− a(εx)(1− u2).
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We consider next the eigenvalue problem

∆u + 3(1− (ûJ
ε )2)u− 2(1− aûJ

ε )u + λ∂nau = 0,

and we denote the eigenvalues by λ̂j,ε, counted in non-decreasing order with their mul-
tiplicity.

As one can easily check, if λ is bounded from above, the corresponding eigenfunctions
decay exponentially away from Kε. Therefore, reasoning as for [30], Proposition 5.6, one
finds that there exists a constant C such that

|λ̂j,ε − λ̃j,ε| ≤ Ce−
C
ε provided λ̂j,ε ≤ 1 or λ̃j,ε ≤ 1.

Hence, by Theorem 4.1 and the last formula we obtain the following result.

Corollary 1 For J ∈ N, let λ̂j,ε be as above, and define the operator L̂ε(u) := ∆u +

3(1−(ûJ
ε )2)u−2(1−aûJ

ε )u. Then for a suitable sequence εj → 0, L̂εj
: H2(Ωε) → L2(Ωε)

is invertible and the inverse operator satisfies

‖L̂−1
εj
‖ ≤ Cε

−n+1
2

j

(
log

1

εj

)n−1
2

, for all j ∈ N.

5 Proof of the main theorem

Finally we prove Theorem 1.1 by applying the contraction mapping theorem.
Proof of Theorem 1.1 Let εj be as in Corollary 1. We set

uε = ûJ
ε + φ, φ ∈ H2(Ωε).

Since L̂εj
is invertible,

Sε(û
J
ε + φ) = 0 (116)

can be written as

φ = Tε(φ) := −L̂εj
[Sε(û

J
ε )− 3ûJ

ε φ2 − φ3 + aφ2].

For ρ > 0, we introduce the set

Λρ := {φ ∈ H2(Ωε) ∩ L∞(Ωε) : |||φ||| ≤ ρ},

where |||φ||| := ‖φ‖H2(Ωε) + ‖φ‖L∞(Ωε).
By standard elliptic regularity results and by Corollary 1 we know that there exists

a positive constant C(n, Ω) such that

|||Tε(φ)||| ≤ C(n, Ω)ε−
n+1

2

(
log

1

ε

)n−1
2

[εJ−n−1
2 + |||φ|||2],
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and

|||Tε(φ1)− Tε(φ2)||| ≤ C(n, Ω)ε−
n+1

2

(
log

1

ε

)n−1
2

(|||φ1|||+ |||φ2|||)(|||φ1 − φ2|||),

for ε = εj and φ, φ1, φ2 ∈ H2(Ωε) ∩ L∞(Ωε). Now, letting ρ = εl, choosing first l
sufficiently large, then Tε is contractive in Λρ. Furthermore, we choose sufficiently large
J , then Tε(φ) ∈ Λρ for any φ ∈ Λρ. Then by contraction mapping theorem we find a
solution of (116), which completes the proof of Theorem 1.1.
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