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#### Abstract

In this article we obtain total masses of solutions to the Toda system associated to a general simple Lie algebra with singular sources at the origin. The determination of such total masses is one of the important steps towards establishing the a priori bound for solutions to the mean field type of Toda system on compact surfaces. The total mass is found to be related to the longest element $\kappa$ in the Weyl group of the corresponding Lie algebra. This is the foundation to future work relating the local blowup masses (from analysis) with the Weyl group.

This work generalizes the previous works in Lin, Wei and Ye [Invent. Math. 2012], Ao, Lin and Wei [Proc. Amer. Math. Soc. 2015], and Nie [Calc. Var. PDEs. 2016] for Toda systems of types $A, G_{2}$ and $B, C$. However, a more Lietheoretic method is needed here for the general case, and the method relies heavily on the DPW method, Drinfeld-Sokolov gauge and the $W$-invariants. The last crucial step for the total masses is obtained by applying the work of Kostant [Adv. in Math. 1979] on the one dimensional Toda lattice.


## 1. Introduction

Let $\mathfrak{g}$ be a complex simple Lie algebra and $\left(a_{i j}\right)$ be its Cartan matrix of rank $n$. In this paper, we consider the following open Toda system on $\mathbb{R}^{2}$ associated to $\mathfrak{g}$ with singular sources at the origin:

$$
\begin{cases}\Delta u_{i}+4 \sum_{j=1}^{n} a_{i j} e^{u_{j}}=4 \pi \gamma_{i} \delta_{0}, & \gamma_{i}>-1  \tag{1.1}\\ \int_{\mathbb{R}^{2}} e^{u_{i}} d x<\infty, & 1 \leq i \leq n\end{cases}
$$

where $\delta_{0}$ is the Dirac measure at the origin. Here a solution means $u=\left(u_{1}, u_{2}, \cdots, u_{n}\right)$ with $u_{i} \in C^{2}\left(\mathbb{R}^{2} \backslash\{0\}\right)$ satisfying the equation 1.1$)$ with zero on RHS on $\mathbb{R}^{2} \backslash\{0\}$ and

$$
u_{i}(x)=2 \gamma_{i} \log |x|+O(1) \text { near } 0 .
$$

When the Lie algebra $\mathfrak{g}=A_{1}=\mathfrak{s l}_{2}$ whose Cartan matrix is (2), the Toda system becomes the Liouville equation

$$
\begin{equation*}
\Delta u+8 e^{u}=4 \pi \gamma \delta_{0}, \quad \gamma>-1, \quad \int_{\mathbb{R}^{2}} e^{u} d x<\infty \tag{1.2}
\end{equation*}
$$

The Toda system (1.1) and the Liouville equation 1.2 arise in many physical and geometric problems. For example, in the Chern-Simons theory, the Liouville equation is related to the abelian gauge field theory, while the Toda system is related

[^0]to nonabelian gauges (see Yan01 Tar08). We expect the work in this paper to have applications in constructing non-topological solutions of the Chern-Simons theory. On the geometric side, the Liouville equation is related to conformal metrics on $S^{2}$ with conical singularities whose Gaussian curvature is 1 . The Toda systems are related to holomorphic curves in projective spaces Dol97, the infinitesimal Plücker formulas GH78, RS94, and harmonic maps Gue97.

The main purpose of this paper is to study the asymptotic behavior of $u_{i}(x)$ or equivalently, to compute the total mass of $u_{i}$ :

$$
\begin{equation*}
\sigma_{i}(u)=\frac{4}{2 \pi} \int_{\mathbb{R}^{2}} e^{u_{i}} d x, \quad 1 \leq i \leq n \tag{1.3}
\end{equation*}
$$

The calculation of the total mass $\sigma_{i}(u)$ plays an extremely important role in the proof of a priori bounds of solutions of the following mean field type of Toda system on a compact surface $M$ :

$$
\begin{equation*}
\Delta_{g} u_{i}+\sum_{j=1}^{n} a_{i j} \rho_{j}\left(\frac{h_{j} e^{u_{j}}}{\int_{M} h_{j} e^{u_{j}}}-\frac{1}{|M|}\right)=4 \pi \sum_{j=1}^{N} \gamma_{i j}\left(\delta_{p_{j}}-\frac{1}{|M|}\right) . \tag{1.4}
\end{equation*}
$$

One major issue of $\sqrt{1.4}$ is to establish the a priori bound for all solutions. Suppose blow-up solutions do exist. The crucial step for studying bubbling solutions is to calculate the local mass of such solutions near each blow-up point. This calculation of local masses is a highly nontrivial problem. The calculation of $\sigma_{i}(u)$ for an entire solution is the first step towards solving this problem. For the $A_{n}$ cases, the a priori bounds have been established successfully by carrying out this strategy in LYZ20. The other cases will be pursued in future works.

The classification problem for the solutions to the Toda systems has a long history. For the Liouville equation $\sqrt{1.22}$, Chen and Li CL91 classified their solutions without the singular source, and Prajapat and Tarantello PT01 completed the classification with the singular source. For general $A_{n}=\mathfrak{s l}_{n+1}$ Toda systems, Jost and Wang JW02 classified the solutions without singular sources, and Ye and two of the authors [WY12] completed the classification with singular sources. This later work also invented the method of characterizing the solutions by a complex ODE involving the $W$-invariants of the Toda system. The work LWY12 has also established the nondegeneracy result for the corresponding linearized systems. The case of $G_{2}$ Toda system was treated in ALW15. In Nie16, one of us generalized the classification to Toda systems of types $B$ and $C$ by treating them as reductions of type $A$ with symmetries and by applying the results from Nie12. The complete classification and nondegeneracy of Toda system (1.1) for general simple Lie algebras shall be pursued in another paper.

For a solution $u=\left(u_{1}, u_{2}, \cdots, u_{n}\right)$ of $(\sqrt{1.1})$, define

$$
\begin{equation*}
U_{i}=\sum_{j=1}^{n} a^{i j} u_{j} \text { and } \gamma^{i}=\sum_{j=1}^{n} a^{i j} \gamma_{j} \text { for } 1 \leq i \leq n \tag{1.5}
\end{equation*}
$$

where $\left(a^{i j}\right)$ is the inverse of the Cartan matrix $\left(a_{i j}\right)$. Then the $U_{i}$ satisfy

$$
\left\{\begin{array}{l}
U_{i, z \bar{z}}+\exp \left(\sum_{j=1}^{n} a_{i j} U_{j}\right)=\pi \gamma^{i} \delta_{0}  \tag{1.6}\\
\int_{\mathbb{R}^{2}} e^{u_{i}} d x<\infty
\end{array}\right.
$$

We remark that the formula $\Delta=4 \frac{\partial}{\partial z} \frac{\partial}{\partial z}$ is responsible for the slightly unconventional coefficient 4 on the left of (1.1), which furthermore causes the coefficient 4 in our definition of the total mass in (1.3). This coefficient can be easily dealt with (see Nie16, Remark 1.4]).

It turns out that the asymptotic behavior of the solution $u$ is related to the longest element of the Weyl group of the Lie algebra $\mathfrak{g}$. Let $\kappa$ denote the longest element of the Weyl group. Then $-\kappa$ has the property that it permutes positive simple roots $\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\}$, i.e., $-\kappa \alpha_{i}$ is one of $\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\}$. Throughout the paper, we use $\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\}$ to denote a fixed choice of positive simple roots of $\mathfrak{g}$ and $e_{\alpha_{i}}, e_{-\alpha_{i}}$ are the corresponding suitably chosen root vectors. The following is the main theorem of this article.

Theorem 1.1. The solutions $U_{i}$ in (1.6) satisfy that

$$
\begin{gather*}
U_{i}(z)=2\left(\gamma^{i}-\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle\right) \log |z|+O(1), \quad \text { as } z \rightarrow \infty, \text { and }  \tag{1.7}\\
\sigma_{i}(u)=2\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle \tag{1.8}
\end{gather*}
$$

Moreover, $\sigma_{i}(u)$ is an even integer if $\gamma_{i} \in \mathbb{Z}_{\geq 0}$.
In Theorem 1.1 $\langle\cdot, \cdot\rangle$ is the natural pairing between the real Cartan subalgebra $\mathfrak{h}_{0}$ and its dual $\mathfrak{h}_{0}^{\prime}:=\operatorname{Hom}\left(\mathfrak{h}_{0}, \mathbb{R}\right), \omega_{i} \in \mathfrak{h}_{0}^{\prime}$ is the $i$-th fundamental weight and $w_{0} \in \mathfrak{h}_{0}$ is defined by (2.4) below. It is interesting that the total mass is related to the longest element of the Weyl group. Recall that the total mass always satisfies the Pohozaev identity. Theorem 1.1 shows that the RHS of (1.8) satisfies the Pohozaev identity. Thus here is an example of the connection of the Pohozaev identity with the action of Weyl group. See LYZ20] in this aspect. This connection will be pursued further in future works.

Recall that $-\kappa \alpha_{i} \in\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\}$. If $-\kappa \alpha_{i}=\alpha_{k}$, then the asymptotic behavior of $u_{i}$ has a clean expression.

Theorem 1.2. If $-\kappa \alpha_{i}=\alpha_{k}$ and $u=\left(u_{1}, u_{2}, \cdots, u_{n}\right)$ is a solution of 1.1) then

$$
\begin{equation*}
u_{i}=-2\left(2+\gamma_{k}\right) \log |z|+O(1), \quad \text { as } z \rightarrow \infty . \tag{1.9}
\end{equation*}
$$

For the sake of reference, we would like to write down all the total masses of solutions in terms of the singular data. For the case of $A_{n}, B_{n}, C_{n}$ and $G_{2}$, they have been given in LWY12, ALW15, Nie16. So we list the remaining cases in the following statement.

Corollary 1.3. The total masses of solutions are quantized as follows:
(i) When $\mathfrak{g}=D_{n}$,

$$
\sigma_{i}(u)= \begin{cases}4 \sum_{j=1}^{n} a^{i j}\left(1+\gamma_{j}\right), & \text { if } n \text { is even }, \\ 4 \sum_{j=1}^{n-2} a^{i j}\left(1+\gamma_{j}\right)+2\left(a^{i, n-1}+a^{i n}\right)\left(2+\gamma_{n-1}+\gamma_{n}\right), & \text { if } n \text { is odd. }\end{cases}
$$

(ii) When $\mathfrak{g}=E_{6}$,

$$
\begin{aligned}
\sigma_{i}(u) & =2\left(a^{i 1}+a^{i 6}\right)\left(2+\gamma_{1}+\gamma_{6}\right)+2\left(a^{i 3}+a^{i 5}\right)\left(2+\gamma_{3}+\gamma_{5}\right) \\
& +4 a^{i 2}\left(1+\gamma_{2}\right)+4 a^{i 4}\left(1+\gamma_{4}\right)
\end{aligned}
$$

for all $1 \leq i \leq 6$.
(iii) When $\mathfrak{g}=F_{4}, E_{7}$ or $E_{8}$,

$$
\sigma_{i}(u)=4 \sum_{j=1}^{n} a^{i j}\left(1+\gamma_{j}\right)
$$

for all $1 \leq i \leq n$.
Remark 1.4. The entries of the inverse of the Cartan matrix of a simple Lie algebra are all positive LT92. In Appendix B we have listed all the inverses of the Cartan matrices for simple Lie algebras.

It is a well known fact that equation $\sqrt{1.6}$ is an integrable system LS92. From this point of view, Theorem 1.1 connects analysis of nonlinear PDEs with the theory of integrable systems. Our proof of Theorem 1.1 takes two advantages from the integrable system: the standard DPW method DPW98 and the Drinfeld-Sokolov gauge DS84. The DPW method is the step to explain why $\sqrt{1.6}$ is an integrable system, that is, solutions can be obtained from some holomorphic data. The DPW method has been discovered in DPW98 and developed into a very powerful method for some integrable systems related to nonlinear elliptic equations. We refer the reader to DPW98 and GIL15] and the references therein for the DPW method and its applications. However, our case is simpler because the open Toda system only requires the standard decomposition of Lie groups, not loop groups. In any case, the DPW method could give us a local solution. On the other hand the well known Drinfeld-Sokolov gauge DS84 yields the so called $W$-invariants, which are differential polynomials of the solutions (see section 4). More important is that these $W$-invariants are rational functions with poles only at the origin. For the case of $A_{n}, B_{n}, C_{n}$ and $G_{2}$, the complete set of $W$-invariants gives rise to a Fuchsian differential operator of one complex variable $\mathrm{BFO}^{+} 90$. However, this does not hold for other simple Lie algebras. These $W$-invariants are still essential in our approach. Indeed, applying $W$-invariants, our solutions can globally be expressed in terms of representations of the Lie algebra. To write down the statement we need to introduce the following notations.

Let $G$ be a connected complex Lie group whose Lie algebra is $\mathfrak{g}$. The classical Iwasawa decomposition says that $G=K A N$ (see Appendix subsection A.1) with $K$ maximally compact, $A$ abelian and $N$ nilpotent. It is well known that the groups $A$ and $N$ are simply connected.

Let $V_{i}$ be the $i$-th fundamental representation of $\mathfrak{g}$ and denote the highest weight vector by $|i\rangle$. Let $V_{i}^{*}$ be the dual right representation of $\mathfrak{g}$ and choose the lowest weight vector denoted by by $\langle i|$ so that $\langle i \| i\rangle=1$. A fact in representation theory is that all the representations of $\mathfrak{g}$ can be lifted to $G$ if $G$ is simply connected. In particular, we can lift all the fundamental representations to $A$ and $N$. Therefore the pairing $\langle i| g|i\rangle, g \in A N$ is well defined.

Theorem 1.5. Let $\Phi: \mathbb{C} \backslash \mathbb{R}_{\leq 0} \rightarrow N$ be the unique solution of

$$
\left\{\begin{array}{l}
\Phi^{-1}(z) \Phi_{z}(z)=\sum_{i=1}^{n} z^{\gamma_{i}} e_{-\alpha_{i}} \quad \text { on } \mathbb{C} \backslash \mathbb{R}_{\leq 0}  \tag{1.10}\\
\lim _{z \rightarrow 0} \Phi(z)=I d,
\end{array}\right.
$$

where $I d \in G$ is the identity element. Then all the solutions to (1.6) are

$$
\begin{equation*}
U_{i}(z)=-\log \langle i| \Phi^{*} g \Phi|i\rangle+2 \gamma^{i} \log |z|, \quad 1 \leq i \leq n \tag{1.11}
\end{equation*}
$$

where $g$ is of the form $g=C^{*} \Lambda^{2} C, C \in N$ and $\Lambda \in A$, and ${ }^{*}$ is defined in A.1).
However, our main concern is the asymptotic behavior of $U_{i}$ at $\infty$. It seems that the expression $\sqrt{1.11}$ is not explicit enough to serve our purpose. Inspired by Kostant's work Kos79, we find that the suitable expression can be written as an infinite series in the universal enveloping algebra of $\mathfrak{n}_{-}$(i.e., an element of $\hat{D}(N)$ introduced in Kos79). Using this expression, we could obtain the asymptotic of the R.H.S of 1.11) to prove Theorem 1.1.

The paper is organized as follows. Because of its importance to the analysis of Toda systems, we first prove Theorem 1.1 in section 2 assuming Theorem 1.5. A crucial coefficient is assured nonzero by Kos79] (see 2.19, 2.20 ). In section 3, we prove that any solution of (1.6) locally can be expressed by some holomorphic data, and this process also explains why $(1.6)$ is called an integrable system (other methods can be found in CW87, [Uhl89, LS92]). Together with $W$-invariants obtained by Drinfeld-Sokolov gauge, we prove Theorem 1.5 in sections 4,5 , and 6 . The $W$-invariants play the major role in the process from the local expression to the global one. It is expected that the $W$-invariants has more applications to studying (1.6) with many singular points. In section 4 we introduce the $W$-invariants for equation (1.6) in a general domain and obtain some explicit form for the case with single singularity in section 5. Finally, Theorem 1.5 is proved in section 6 . We give two Appendices. Among other things, Appendix A gives very brief explanation of some basic terminologies from representation theory of Lie algebra and Lie group, which is needed in section 3 and all subsequent sections. In Appnedix B we list all the Cartan matrices for simple Lie algebras and their inverse matrices.
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## 2. Proof of Theorem 1.1

In this section we will prove Theorem 1.1 and Theorem 1.2 by assuming Theorem 1.5 .

Let us first introduce our basic setup in Lie algebras and representation theory. More details on representation theory can be found in Appendix A. Let $\mathfrak{g}$ be the complex simple Lie algebra for our Toda system 1.1. Let $\mathfrak{h}$ be a fixed Cartan subalgebra, whose dimension $n$ is the rank of $\mathfrak{g}$. Let $\mathfrak{g}=\mathfrak{h} \oplus \oplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha}$ be the root space decomposition of $\mathfrak{g}$ with respect to $\mathfrak{h}$, where $\Delta$ denotes the set of roots. The roots are linear functionals on the Cartan subalgebra $\mathfrak{h}$, and for $X_{\alpha} \in \mathfrak{g}_{\alpha}$ and $H \in \mathfrak{h}$, we have $\left[H, X_{\alpha}\right]=\alpha(H) X_{\alpha}$.

Let $\Delta=\Delta^{+} \cup \Delta^{-}$be a fixed decomposition of the set of roots into the sets of positive and negative roots, and let $\Pi=\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\}$ be the set of positive simple roots.

It is known that $\operatorname{dim}_{\mathbb{C}} \mathfrak{g}_{\alpha}=1$ for all $\alpha \in \Delta$, and we choose a Chevalley basis $\left\{e_{\alpha} \in \mathfrak{g}_{\alpha}, \alpha \in \Delta ; h_{\alpha_{i}} \in \mathfrak{h}, 1 \leq i \leq n\right\}$ (see Hum78. Theorem 25.2]). Then we have

$$
\left[e_{\alpha_{i}}, e_{-\alpha_{j}}\right]=\delta_{i j} h_{\alpha_{i}}, \quad \alpha_{i}\left(h_{\alpha_{i}}\right)=2 .
$$

Furthermore, the Cartan matrix $\left(a_{i j}\right)$ of $\mathfrak{g}$ is defined by

$$
\begin{equation*}
a_{i j}=\alpha_{i}\left(h_{\alpha_{j}}\right), \quad 1 \leq i, j \leq n . \tag{2.1}
\end{equation*}
$$

Note that the real Cartan subalgebra is

$$
\mathfrak{h}_{0}=\{H \in \mathfrak{h} \mid \alpha(H) \in \mathbb{R}, \forall \alpha \in \Delta\}=\oplus_{i=1}^{n} \mathbb{R} h_{\alpha_{i}} .
$$

Let $\mathfrak{h}_{0}^{\prime}:=\operatorname{Hom}(\mathfrak{h}, \mathbb{R})$ denote the dual space of $\mathfrak{h}_{0}$ and let $\langle\cdot, \cdot\rangle$ denote the pairing of $\mathfrak{h}_{0}^{\prime}$ and $\mathfrak{h}_{0}$.

We introduce the following subalgebras of $\mathfrak{g}$

$$
\begin{equation*}
\mathfrak{n}_{-}=\oplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{-\alpha}, \quad \mathfrak{n}_{+}=\oplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{\alpha} \tag{2.2}
\end{equation*}
$$

We also introduce the following subspace (from the principal grading A.10 of $\mathfrak{g}$ )

$$
\begin{equation*}
\mathfrak{g}_{-1}=\oplus_{i=1}^{n} \mathfrak{g}_{-\alpha_{i}} \tag{2.3}
\end{equation*}
$$

This section is divided into 3 subsections. In the first two subsections we introduce some notations and definitions and develop the necessary ingredients, and finally in the last subsection we give the proof of our main theorems.
2.1. Notations. Following LWY12], we denote

$$
\mu_{i}=\gamma_{i}+1>0, \quad 1 \leq i \leq n
$$

Inspired by Kos79 we introduce the following element

$$
\begin{equation*}
w_{0}=\sum_{i=1}^{n} \mu_{i} E_{i} \in \mathfrak{h}_{0} \tag{2.4}
\end{equation*}
$$

where $E_{i}=\sum_{k=1}^{n} a^{k i} h_{\alpha_{k}}$. The elements $E_{j}$ and $w_{0}$ satisfy the properties

$$
\begin{equation*}
\alpha_{i}\left(E_{j}\right)=\left\langle\alpha_{i}, E_{j}\right\rangle=\delta_{i j} \quad \text { and } \quad \alpha_{i}\left(w_{0}\right)=\left\langle\alpha_{i}, w_{0}\right\rangle=\mu_{i} . \tag{2.5}
\end{equation*}
$$

We also introduce

$$
\begin{align*}
& \zeta(z)=\sum_{i=1}^{n} z^{\gamma_{i}} e_{-\alpha_{i}} \in \mathfrak{g}_{-1} \\
& \xi(z)=z \zeta(z)=\sum_{i=1}^{n} z^{\mu_{i}} e_{-\alpha_{i}} \in \mathfrak{g}_{-1}, \tag{2.6}
\end{align*}
$$

where $z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0}$ and we use the principal branch for the power functions. To find the explicit expression for $\Phi$ in 1.10 , we introduce the following setup after Kos79.

Let $\mathcal{S}$ be the set of all finite sequences

$$
\begin{equation*}
s=\left(i_{1}, i_{2}, \cdots, i_{k}\right), \quad 1 \leq i_{j} \leq n, k \in \mathbb{N} \tag{2.7}
\end{equation*}
$$

We denote by $|s|$ the length $k$ of the element $s \in \mathcal{S}$. For $s \in \mathcal{S}$, we introduce

$$
\begin{align*}
\varphi(s) & =\sum_{j=1}^{|s|} \alpha_{i_{j}} \in \mathfrak{h}_{0}^{\prime}  \tag{2.8}\\
\varphi\left(s, w_{0}\right) & =\varphi(s)\left(w_{0}\right)=\left\langle\varphi(s), w_{0}\right\rangle=\sum_{j=1}^{|s|} \mu_{i_{j}}>0
\end{align*}
$$

Note that in the last equality we have used the property 2.5 . For $|s|=0$, we define $\varphi(s)=0$.

For $0 \leq j \leq|s|-1$, let $s_{j} \in \mathcal{S}$ be the sequence obtained from $s$ by "cutting off" the first $j$ terms (different from Kos79)

$$
\begin{equation*}
s_{j}=\left(i_{j+1}, \cdots, i_{|s|}\right), \tag{2.9}
\end{equation*}
$$

and define

$$
p\left(s, w_{0}\right)=\prod_{j=0}^{|s|-1}\left\langle\varphi\left(s_{j}\right), w_{0}\right\rangle=\left(\mu_{i_{1}}+\cdots+\mu_{i_{k}}\right) \cdots\left(\mu_{i_{k-1}}+\mu_{i_{k}}\right) \mu_{i_{k}}
$$

We also define $p\left(s, w_{0}\right)=1$ when $|s|=0$. Clearly when $|s| \geq 1$, we have

$$
\begin{equation*}
p\left(s, w_{0}\right)=\varphi\left(s, w_{0}\right) p\left(s_{1}, w_{0}\right) \tag{2.10}
\end{equation*}
$$

Let $U\left(\mathfrak{n}_{-}\right)$be the universal enveloping algebra of $\mathfrak{n}_{-}$introduced in 2.2. For convenience, write $e_{-i}=e_{-\alpha_{i}}$ for $1 \leq i \leq n$. For $s \in \mathcal{S}$ as in (2.7), define

$$
\begin{equation*}
e_{-s}=e_{-i_{k}} \cdots e_{-i_{2}} e_{-i_{1}} \tag{2.11}
\end{equation*}
$$

We note that the $\xi$ in (2.6) is

$$
\begin{equation*}
\xi(z)=\sum_{i=1}^{n} z^{\varphi\left((i), w_{0}\right)} e_{-(i)} \tag{2.12}
\end{equation*}
$$

where the $s$ are the simplest $(i)$ for $1 \leq i \leq n$.
2.2. Supplementary lemmas. Now we are going to prove a formula which will be used later. Recall that elements $e_{-s}$ as defined in 2.11) belong to $U\left(\mathfrak{n}_{-}\right)$. Let $H \in \mathfrak{h}$, then we claim that $\left[H, e_{-s}\right]=-\langle\varphi(s), H\rangle e_{-s}$. Indeed,

$$
\begin{align*}
{\left[H, e_{-s}\right] } & =\sum_{j=1}^{|s|} e_{-i_{|s|}} e_{-i_{|s|-1}} \cdots e_{-i_{j+1}}\left[H, e_{-i_{j}}\right] e_{-i_{j-1}} \cdots e_{-i_{1}} \\
& =\sum_{j=1}^{|s|} e_{-i_{|s|}} e_{-i_{|s|-1}} \cdots e_{-i_{j+1}}\left(-\alpha_{i_{j}}(H) e_{-i_{j}}\right) e_{-i_{j-1}} \cdots e_{-i_{1}}  \tag{2.13}\\
& =\left(-\sum_{j=1}^{|s|} \alpha_{i_{j}}(H)\right) e_{-i_{|s|}} e_{-i_{|s|-1}} \cdots e_{-i_{j+1}} e_{-i_{j}} e_{-i_{j-1}} \cdots e_{-i_{1}} \\
& =-\langle\varphi(s), H\rangle e_{-s}
\end{align*}
$$

Lemma 2.1. Let $V$ be a finite dimensional representation of $\mathfrak{g}$, then there exists a positive integer $k$ such that $e_{-s} v=0$, for all $v \in V$ whenever $|s| \geq k$.

Proof. Since every finite dimensional representation of $\mathfrak{g}$ can be decomposed as a direct sum of irreducible representations, without loss of generality we can assume $V$ is irreducible. We can further decompose $V$ as a direct sum of its weight spaces. Therefore, it is enough to prove the lemma for a weight vector. Let $v^{\beta}$ be a weight vector corresponding to the weight $\beta$. Then using $(2.13$ we see that

$$
\begin{aligned}
H\left(e_{-s} v^{\beta}\right) & =\left[H, e_{-s}\right] v^{\beta}+e_{-s} H v^{\beta} \\
& =-\langle\varphi(s), H\rangle e_{-s} v^{\beta}+e_{-s}\langle\beta, H\rangle v^{\beta} \\
& =\langle-\varphi(s)+\beta, H\rangle\left(e_{-s} v^{\beta}\right) .
\end{aligned}
$$

If $|s| \neq\left|s^{\prime}\right|$ and $e_{-s} v^{\beta} \neq 0, e_{-s^{\prime}} v^{\beta} \neq 0$ then $-\varphi(s)+\beta$ and $-\varphi\left(s^{\prime}\right)+\beta$ are different weights because $\varphi(s)$ and $\varphi\left(s^{\prime}\right)$ are different as elements in $\mathfrak{h}_{0}^{\prime}$. Since there are only finitely many weights we have $e_{-s} v^{\beta}=0$, if $|s|$ is large. This completes the proof of the lemma.

Define formally, the operator

$$
\begin{equation*}
\mathcal{Y}(z)=\sum_{s \in \mathcal{S}} \frac{z^{\varphi\left(s, w_{0}\right)}}{p\left(s, w_{0}\right)} e_{-s}, \quad \text { for } z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0} \tag{2.14}
\end{equation*}
$$

Define the action of $\mathcal{Y}(z)$ on a finite dimensional representation space $V$ by

$$
\begin{equation*}
\mathcal{Y}(z) v=\sum_{s \in \mathcal{S}} \frac{z^{\varphi\left(s, w_{0}\right)}}{p\left(s, w_{0}\right)}\left(e_{-s} v\right), \quad \text { for } v \in V, z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0} \tag{2.15}
\end{equation*}
$$

By Lemma 2.1, we see that the sum in 2.15 is a finite sum and hence $\mathcal{Y}(z) v$ is well defined for all $v \in V$ and $z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0}$. The next proposition shows that this $\mathcal{Y}(z)$ is identical with $\Phi(z)$ as an operator acting on $V$.
Proposition 2.2. Let $V$ be a finite dimensional representation of $\mathfrak{g}$. Then the action of $\Phi(z)$ on $V$ coincides with the action of $\mathcal{Y}(z)$ on $V$, for all $z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0}$, where $\Phi$ is defined as in 1.10 .

Proof. We will show that the right action of $\Phi(z)$ and $\mathcal{Y}(z)$ on $V^{*}$ are the same, and then the proposition follows because

$$
\langle w, \Phi(z) v\rangle=\langle w \Phi(z), v\rangle=\langle w \mathcal{Y}(z), v\rangle=\langle w, \mathcal{Y}(z) v\rangle
$$

for all $v \in V, w \in V^{*}$ and $z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0}$.
Now we show that $w \Phi(z)=w \overline{\mathcal{Y}}(z)$ for all $w \in V^{*}, z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0}$. From 1.10 it follows that $w \Phi: \mathbb{C} \backslash \mathbb{R}_{\leq 0} \rightarrow V^{*}$ satisfies the ODE

$$
\begin{aligned}
\partial_{z}(w \Phi(z)) & =(w \Phi(z)) \zeta, \quad \text { for } z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0} \\
w \Phi(0) & =w
\end{aligned}
$$

Therefore it is enough to show that $w \mathcal{Y}(z)$ satisfies the same ODE with the same initial condition.

Since $\varphi\left(s, w_{0}\right)>0$, the initial value $w \mathcal{Y}(0)$ equals to $w$. Moreover,

$$
\begin{align*}
\partial_{z}(w \mathcal{Y}(z)) & =\sum_{s \in \mathcal{S}} \frac{\varphi\left(s, w_{0}\right) z^{\varphi\left(s, w_{0}\right)-1}}{p\left(s, w_{0}\right)}\left(w e_{-s}\right), \\
& =\frac{1}{z} \sum_{|s| \geq 1} \frac{z^{\varphi\left(s, w_{0}\right)}}{p\left(s_{1}, w_{0}\right)}\left(w e_{-s}\right) \tag{2.16}
\end{align*}
$$

by 2.10. For $s \in \mathcal{S}$ and $1 \leq i \leq n$, define $t^{i}=(i, s)$. Then from 2.8 and 2.12 we have

$$
\begin{aligned}
\frac{z^{\varphi\left(s, w_{0}\right)}}{p\left(s, w_{0}\right)}\left(w e_{-s}\right) \xi & =\sum_{i=1}^{n} \frac{z^{\varphi\left(t^{i}, w_{0}\right)}}{p\left(s, w_{0}\right)}\left(w e_{-t^{i}}\right), \\
& =\sum_{i=1}^{n} \frac{z^{\varphi\left(t^{i}, w_{0}\right)}}{p\left(\left(t^{i}\right)_{1}, w_{0}\right)}\left(w e_{-t^{i}}\right) .
\end{aligned}
$$

Therefore summing over all $s \in \mathcal{S}$ we get

$$
(w \mathcal{Y}(z)) \xi=\sum_{|s| \geq 1} \frac{z^{\varphi\left(s, w_{0}\right)}}{p\left(s_{1}, w_{0}\right)}\left(w e_{-s}\right)
$$

Therefore 2.16 implies that $\partial_{z}(w \mathcal{Y}(z))=\frac{1}{z}(w \mathcal{Y}(z)) \xi=(w \mathcal{Y}(z)) \zeta$, and hence completes the proof.

Remark 2.3. It can be shown that the $\Phi$ defined by a system of ODE from $\sqrt{1.10}$ is also uniquely characterized by the following algebraic condition inspired by Kos79]:

$$
\left\{\begin{array}{l}
\Phi^{-1} w_{0} \Phi=w_{0}-\xi \\
\Phi(0)=I d
\end{array}\right.
$$

Next we will use this explicit expression for $\Phi$ in Proposition 2.2 to prove our main Theorem 1.1
2.3. Proofs of Theorems. Let $\lambda$ be a dominant integral weight and let $V^{\lambda}$ be the corresponding irreducible representation. Let $\kappa$ be the longest Weyl group element which maps positive roots to negative roots. Then $\kappa \lambda$ is the lowest weight of $V^{\lambda}$. In the following calculations, we use the Hermitian metric $\{\cdot, \cdot\}$ on $V^{\lambda}$ which is invariant under the compact subgroup $K^{s}$ of $G^{s}$ (see (A.7)). It also follows from the construction of $\{\cdot, \cdot\}$ that the weight vectors belonging to different weight spaces in $V^{\lambda}$ are orthogonal with respect to $\{\cdot, \cdot\}$. Choose vectors $v^{\lambda}$ in $V_{\lambda}$ and $v^{\kappa \lambda}$ in $V_{\kappa \lambda}$ in the one dimensional highest and lowest weight spaces such that

$$
\left\{v^{\lambda}, v^{\lambda}\right\}=1, \quad\left\{v^{\kappa \lambda}, v^{\kappa \lambda}\right\}=1
$$

(One can choose $v^{\kappa \lambda}$ to be $s_{0}(\kappa) v^{\lambda}$, where $s_{0}(\kappa) \in G^{s}$ induces the longest Weyl element $\kappa$. See [Kos79, Eq. (5.2.10)].)

With the notation (2.8) and 2.11), the vector $e_{-s} v^{\lambda}$ is a weight vector with weight $-\varphi(s)+\lambda$. Since different weight spaces are orthogonal, by Proposition 2.2 we have

$$
\begin{equation*}
\left\{\Phi v^{\lambda}, v^{\kappa \lambda}\right\}=\left(\sum_{s \in \mathcal{S}^{\lambda}} \frac{c_{s, \lambda}}{p\left(s, w_{0}\right)}\right) z^{\left\langle\lambda-\kappa \lambda, w_{0}\right\rangle} \tag{2.17}
\end{equation*}
$$

where $\mathcal{S}^{\lambda}=\{s \in \mathcal{S} \mid-\varphi(s)+\lambda=\kappa \lambda\}$, and $c_{s, \lambda}=\left\{e_{-s} v^{\lambda}, v^{\kappa \lambda}\right\}$.

## Proof of Theorem 1.1 and Corollary 1.3 .

Proof. To show the asymptotic behavior of (1.7) we prove

$$
\begin{equation*}
e^{-U_{i}}=|z|^{-2 \gamma^{i}}|z|^{2\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle}\left(c_{i}+o(1)\right), \quad \text { as } z \rightarrow \infty \tag{2.18}
\end{equation*}
$$

where $c_{i}>0$. From 1.11 and A.8, we get

$$
e^{-U_{i}}=|z|^{-2 \gamma^{i}}\langle i| \Phi^{*} C^{*} \Lambda^{2} C \Phi|i\rangle=|z|^{-2 \gamma^{i}}\left\{\Lambda C \Phi v^{\omega_{i}}, \Lambda C \Phi v^{\omega_{i}}\right\}
$$

Now we know that

$$
\left\{\Lambda C \Phi v^{\omega_{i}}, \Lambda C \Phi v^{\omega_{i}}\right\}=\sum_{v}\left|\left\{\Lambda C \Phi v^{\omega_{i}}, v\right\}\right|^{2}
$$

where the sum ranges over an orthonormal basis of the $i$-th fundamental representation $V_{i}$ consisting of weight vectors.

Let $v^{\beta}$ be a weight vector corresponding to a weight $\beta$. Then from A.7 we get

$$
\left\{\Lambda C \Phi v^{\omega_{i}}, v^{\beta}\right\}=\left\{\Phi v^{\omega_{i}}, C^{*} \Lambda v^{\beta}\right\}=e^{\beta(H)}\left\{\Phi v^{\omega_{i}}, C^{*} v^{\beta}\right\}
$$

where $\Lambda=\exp (H)$ with $H \in \mathfrak{h}_{0}$. Since $C^{*} \in N_{+}$, the subgroup of $G$ corresponding to $\mathfrak{n}_{+}$, we can write $C^{*} v^{\beta}=v^{\beta}+w^{\beta}$, where $w^{\beta}$ belongs to the direct sum of the weight spaces with weights strictly larger that $\beta$, that is, $w^{\beta} \in \oplus_{\alpha \in \Delta+} V_{i, \beta+\alpha}$. Therefore, we have

$$
\left\{\Lambda C \Phi v^{\omega_{i}}, v^{\beta}\right\}=e^{\beta(H)}\left[\left\{\Phi v^{\omega_{i}}, v^{\beta}\right\}+\left\{\Phi v^{\omega_{i}}, w^{\beta}\right\}\right] .
$$

Now, if $e_{-s} v^{\omega_{i}} \neq 0$, then it is a weight vector with weight $-\varphi(s)+\omega_{i}$ and since two weight vectors belonging to two different weight spaces are orthogonal, using Proposition 2.2 we see that the highest power of $z$ in $\left\{\Lambda C \Phi v^{\omega_{i}}, v^{\beta}\right\}$ is equal to the power of $z$ in $\left\{\Phi v^{\omega_{i}}, v^{\beta}\right\}$, which is $z^{\left\langle\omega_{i}-\beta, w_{0}\right\rangle}$, provided its coefficient is nonzero. To prove this we write $w^{\beta}=\sum_{\alpha \in \Delta^{+}} c_{\alpha} v^{\beta+\alpha}$, where $v^{\beta+\alpha} \in V_{\beta+\alpha}$ and $c_{\alpha} \in \mathbb{C}$. Then using Proposition 2.2 we see that

$$
\left\{\Phi v^{\omega_{i}}, v^{\beta}\right\}=\left(\sum_{-\varphi(s)+\omega_{i}=\beta} \frac{\left\{e_{-s} v^{\omega_{i}}, v^{\beta}\right\}}{p\left(s, w_{0}\right)}\right) z^{\left\langle\omega_{i}-\beta, w_{0}\right\rangle}
$$

and

$$
\left\{\Phi v^{\omega_{i}}, w^{\beta}\right\}=\sum_{\alpha \in \Delta^{+}} c_{\alpha}\left(\sum_{-\varphi(s)+\omega_{i}=\beta+\alpha} \frac{\left\{e_{-s} v^{\omega_{i}}, v^{\beta+\alpha}\right\}}{p\left(s, w_{0}\right)}\right) z^{\left\langle\omega_{i}-\beta-\alpha, w_{0}\right\rangle}
$$

Since $\left\langle\alpha, w_{0}\right\rangle>0$, for any $\alpha \in \Delta^{+}$(by 2.5) the conclusion follows. Thus we have proved that for $v^{\beta} \in V_{\beta}$ the highest power of $z$ in $\left\{\Lambda C \Phi v^{\omega_{i}}, v^{\beta}\right\}$ is at most $z^{\left\langle\omega_{i}-\beta, w_{0}\right\rangle}$. Now $\kappa \omega_{i}$ is the lowest weight and all other weights $\beta$ are of the form $\beta=\kappa \omega_{i}+\sum_{j=1}^{n} n_{j} \alpha_{j}$, with $n_{j} \in \mathbb{N} \cup\{0\}$ and at least one $n_{j}>0$. Therefore, $\left\langle\omega_{i}-\beta, w_{0}\right\rangle<\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle$ for all weights $\beta \neq \kappa \omega_{i}$, and hence the leading term in $\sum_{v}\left|\left\{\Lambda C \Phi v^{\omega_{i}}, v\right\}\right|^{2}$ corresponds to the leading term in $\left|\left\{\Lambda C \Phi v^{\omega_{i}}, v^{\kappa \omega_{i}}\right\}\right|^{2}$. From (2.17), we have

$$
\left\{\Phi v^{\omega_{i}}, v^{\kappa \omega_{i}}\right\}=\left(\sum_{s \in \mathcal{S}^{\omega_{i}}} \frac{c_{s, \omega_{i}}}{p\left(s, w_{0}\right)}\right) z^{\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle}
$$

The coefficient $\sum_{s \in \mathcal{S} \omega_{i}} \frac{c_{s, \omega_{i}}}{p\left(s, w_{0}\right)}$ is considered in Kos79, Eq (5.95)]. (Note our different convention in 2.9 for $s_{j}$, so our $s$ corresponds to the $\bar{s}$ there). It is shown in Kos79, Proposition 5.5.1] that there exists an element $d(w)$ depending on $w_{0}$
such that $d(w) \in \mathcal{H}_{0}$, the real Cartan subgroup of $G$ corresponding to $\mathfrak{h}_{0}$, and in Kos79, Proposition 5.9.1] that

$$
\begin{equation*}
\sum_{s \in \mathcal{S}^{\omega_{i}}} \frac{c_{s, \omega_{i}}}{p\left(s, w_{0}\right)}= \pm d(w)^{-\kappa \omega_{i}} \tag{2.19}
\end{equation*}
$$

Here again if $d(w)=\exp \left(H_{1}\right)$ with $H_{1} \in \mathfrak{h}_{0}, d(w)^{-\kappa \omega_{i}}$ is defined by

$$
\begin{equation*}
d(w)^{-\kappa \omega_{i}}=e^{-\kappa \omega_{i}\left(H_{1}\right)}>0 \tag{2.20}
\end{equation*}
$$

Therefore,

$$
\left\{\Lambda C \Phi v^{\omega_{i}}, \Lambda C \Phi v^{\omega_{i}}\right\}=e^{\kappa \omega_{i}(H)}\left(\left\{\Phi v^{\omega_{i}}, v^{\kappa \omega_{i}}\right\}+\text { lower order terms }\right)
$$

and hence 2.18 holds with

$$
\begin{equation*}
c_{i}=\left(e^{\kappa \omega_{i}(H)}\right)^{2}\left(\sum_{s \in \mathcal{S}^{\omega_{i}}} \frac{c_{s, \omega_{i}}}{p\left(s, w_{0}\right)}\right)^{2}>0 . \tag{2.21}
\end{equation*}
$$

Now integrating 1.6 and using 1.7, we have

$$
\begin{aligned}
4 \int_{\mathbb{R}^{2}} e^{u_{i}} d x & =4 \pi \gamma^{i}-\lim _{R \rightarrow \infty} \int_{\partial B_{R}} \frac{\partial U_{i}}{\partial \nu} d s \\
& =4 \pi\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle
\end{aligned}
$$

and hence $\sigma_{i}(u)=2\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle$. This proves 1.8).
By the definition of the Weyl group and that $\omega_{i}$ belongs to the dominant chamber of the integral weight lattice, it is known that $\omega_{i}-\kappa \omega_{i}$ belongs to the root lattice, that is, there exist $n_{i j} \in \mathbb{Z}_{\geq 0}$ such that $\omega_{i}-\kappa \omega_{i}=\sum_{j=1}^{n} n_{i j} \alpha_{j}$. Then if $\gamma_{j} \in \mathbb{Z}_{\geq 0}$, we have

$$
\sigma_{i}(u)=2\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle=2 \sum_{j=1}^{n} n_{i j}\left(1+\gamma_{j}\right)
$$

is an even integer.
For concreteness and to prove Corollary 1.3, we also proceed as follows. Using $\omega_{i}=\sum_{j=1}^{n} a^{i j} \alpha_{j}$ we get

$$
\begin{equation*}
2\left\langle\omega_{i}-\kappa \omega_{i}, w_{0}\right\rangle=2 \sum_{j=1}^{n} a^{i j}\left\langle\alpha_{j}-\kappa \alpha_{j}, w_{0}\right\rangle \tag{2.22}
\end{equation*}
$$

Since $-\kappa$ permutes the simple roots $\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\},-\kappa \alpha_{i}=\alpha_{k}$ for some $\alpha_{k}$. In order to prove that $\sigma_{i}(u)$ is an even integer when $\gamma_{i} \in \mathbb{Z}_{\geq 0}$ we need to compute the $-\kappa \alpha_{i}, 1 \leq i \leq n$.

Except for the three cases $A_{n}, E_{6}$ and $D_{n}($ with $n$ odd),$-\kappa=I d$. Therefore using the property 2.5 we get from 2.22

$$
\sigma_{i}(u)=4 \sum_{j=1}^{n} a^{i j}\left\langle\alpha_{j}, w_{0}\right\rangle=4 \sum_{j=1}^{n} a^{i j}\left(1+\gamma_{j}\right)
$$

except for the Lie algebras $A_{n}, E_{6}$ and $D_{n}$ (with $n$ odd). Now we see that except for the Lie algebras mentioned above, $2 a^{i j} \in \mathbb{N}$ for all $1 \leq i, j \leq n$ (see Appendix B). This proves that $\sigma_{i}(u)$ is an even integer if $\gamma_{i} \in \mathbb{Z}_{\geq 0}$ except for those three Lie algebras.

For the $A_{n}$ case

$$
-\kappa \alpha_{i}=\alpha_{n+1-i}, \quad 1 \leq i \leq n
$$

so that we have

$$
\sigma_{i}(u)=2 \sum_{j=1}^{n} a^{i j}\left(2+\gamma_{j}+\gamma_{n+1-j}\right)=2 \sum_{j=1}^{n}\left(a^{i j}+a^{i, n+1-j}\right)\left(1+\gamma_{j}\right), 1 \leq i \leq n
$$

The inverse Cartan matrix for $A_{n}$ satisfies $a^{i j}+a^{i, n+1-j} \in \mathbb{N}$ (see Appendix B) and hence this proves the result for the $A_{n}$ case.

For the $D_{n}$ case with $n$ odd, we have

$$
-\kappa \alpha_{n-1}=\alpha_{n}, \quad-\kappa \alpha_{n}=\alpha_{n-1}, \quad-\kappa \alpha_{i}=\alpha_{i}, 1 \leq i \leq n-2
$$

that is, $-\kappa$ permutes the last two roots and preserves the others. This proves $(i)$ of Corollary 1.3. We can easily check that for $D_{n}$ (with $n$ odd), $a^{i, n-1}+a^{i n} \in \mathbb{N}$ and $2 a^{i j} \in \mathbb{N}$ for all $1 \leq i \leq n, 1 \leq j \leq n-2$, and hence proves that $\sigma_{i}(u) \in 2 \mathbb{N}$ provided $\gamma_{i} \in \mathbb{Z}_{\geq 0}, 1 \leq i \leq n$.

For $E_{6}$ we have

$$
\begin{aligned}
& -\kappa \alpha_{1}=\alpha_{6}, \quad-\kappa \alpha_{6}=\alpha_{1} \\
& -\kappa \alpha_{3}=\alpha_{5},-\kappa \alpha_{5}=\alpha_{3} \\
& -\kappa \alpha_{2}=\alpha_{2},-\kappa \alpha_{4}=\alpha_{4}
\end{aligned}
$$

This then proves (ii) of Corollary 1.3 The inverse Cartan matrix for $E_{6}$ satisfies $a^{i 1}+a^{i 6}, a^{i 3}+a^{i 5}, a^{i 2}, a^{i 4} \in \mathbb{N}$, and hence $\sigma_{i}(u) \in 2 \mathbb{N}$ if $\gamma_{i} \in \mathbb{Z}_{\geq 0}$.

This completes the proof of Theorem 1.1 together with Corollary 1.3 .

## Proof of Theorem 1.2 ,

Proof. Since $u_{i}=\sum_{j=1}^{n} a_{i j} U_{j}, \gamma_{i}=\sum_{j=1}^{n} a_{i j} \gamma^{j}, \alpha_{i}=\sum_{j=1}^{n} a_{i j} \omega_{j}$, and $\left\langle\alpha_{i}, w_{0}\right\rangle=$ $\mu_{i}$, and assuming that $-\kappa \alpha_{i}=\alpha_{k}$ for some $1 \leq k \leq n$, we see that

$$
\begin{aligned}
u_{i} & =\sum_{j=1}^{n} a_{i j} U_{j}=2\left(\gamma_{i}-\left\langle\alpha_{i}-\kappa \alpha_{i}, w_{0}\right\rangle\right) \log |z|+O(1) \\
& =2\left(\gamma_{i}-\mu_{i}-\mu_{k}\right) \log |z|+O(1) \\
& =-2\left(2+\gamma_{k}\right) \log |z|+O(1), \quad \text { as } z \rightarrow \infty
\end{aligned}
$$

This is 1.9 and completes the proof.

## 3. The DPW method and Local solutions

In this section, we show that any solution to the Toda system (1.6) locally comes from holomorphic data. Our approach follows GL14, [LS79. In GL14, a similar process was applied for the periodic Toda systems by the Iwasawa decomposition for loop groups.

For simplicity, we introduce the notation $\mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$ and also recall $\mathfrak{g}_{-1}$ from (2.3) and the decomposition $\mathfrak{g}=\mathfrak{n}_{-} \bigoplus \mathfrak{n}_{+} \bigoplus \mathfrak{h}$ in view of 2.2 . Before we proceed we would like to mention a few words about the Gauss decomposition of Lie groups, which is one main ingredient of our proof.

Let $G$ be a connected complex Lie group whose Lie algebra is $\mathfrak{g}$. Let $\mathcal{H}$ be the Cartan subgroup of $G$ corresponding to $\mathfrak{h}$. Denote the subgroups of $G$ corresponding to $\mathfrak{n}_{-}$and $\mathfrak{n}_{+}$by $N_{-}$and $N_{+}$respectively. The Gauss decomposition (see LS92
and Kos79, Eq. (2.4.4)]) says that there exists an open and dense subset $G_{r}$ of $G$, called the regular part, such that

$$
\begin{equation*}
G_{r}=N_{-} \mathcal{H} N_{+}=N_{-} N_{+} \mathcal{H} \tag{3.1}
\end{equation*}
$$

We note that $\mathcal{H} N_{+}=N_{+} \mathcal{H}$ because $h n h^{-1} \in N_{+}$, where $h \in \mathcal{H}$ and $n \in N_{+}$. Clearly $G_{r}$ contains the identity element of $G$. Now if $L \in N_{-}$then $L^{*} \in N_{+}$(see (A.1)). Since the groups $N_{+}$and $N_{-}$are simply connected the quantity $\langle i| L^{*} L|i\rangle$ is well defined.

Theorem 3.1. Let $U=\left(U_{1}, U_{2}, \cdots, U_{n}\right)$ be a solution to (1.6) and $z_{0} \in \mathbb{C}^{*}$. Then the following results hold:
(i) There exist holomorphic maps $\eta$ and $L$ from a neighborhood $D$ of $z_{0}$ to $\mathfrak{g}_{-1}$ and $N_{-}$such that

$$
\begin{equation*}
L^{-1}(z) L_{z}(z)=\eta(z):=\sum_{i=1}^{n} f_{i}(z) e_{-\alpha_{i}}, \quad L\left(z_{0}\right)=I d \tag{3.2}
\end{equation*}
$$

and $f_{i}(z) \neq 0$ in $D$.
(ii) Each component of $U$ can be written as:

$$
\begin{equation*}
U_{i}=-\log \langle i| L^{*} L|i\rangle+\sum_{j=1}^{n} a^{i j} \log \left|f_{j}\right|^{2}, z \in D \tag{3.3}
\end{equation*}
$$

Proof. With out loss of generality we can assume $z_{0}=1$. Define

$$
\begin{equation*}
A=-\sum_{i=1}^{n} \frac{1}{2} U_{i, z} h_{\alpha_{i}}+\sum_{i=1}^{n} \exp \left(\frac{1}{2} \sum_{j=1}^{n} a_{i j} U_{j}\right) e_{-\alpha_{i}} \tag{3.4}
\end{equation*}
$$

then

$$
\begin{equation*}
A^{\theta}=\sum_{i=1}^{n} \frac{1}{2} U_{i, \bar{z}} h_{\alpha_{i}}-\sum_{i=1}^{n} \exp \left(\frac{1}{2} \sum_{j=1}^{n} a_{i j} U_{j}\right) e_{\alpha_{i}} \tag{3.5}
\end{equation*}
$$

where $\theta$ is defined in A.3). Eq. 1.6 has the following zero-curvature equation on $\mathbb{C}^{*}$

$$
\begin{align*}
{\left[\partial_{z}+A, \partial_{\bar{z}}+A^{\theta}\right] } & =0, \quad \text { that is, }  \tag{3.6}\\
-A_{\bar{z}}+\left(A^{\theta}\right)_{z}+\left[A, A^{\theta}\right] & =0 .
\end{align*}
$$

The zero-curvature equation can also be written as the Maurer-Cartan equation

$$
d \omega+\frac{1}{2}[\omega, \omega]=0
$$

for the following Lie algebra valued differential form

$$
\omega=A d z+A^{\theta} d \bar{z} \in \Omega^{1}\left(\mathbb{C}^{*}, \mathfrak{g}\right)
$$

With $d z=d x_{1}+i d x_{2}$ and $d \bar{z}=d x_{1}-i d x_{2}$, it is also

$$
\omega=\left(A+A^{\theta}\right) d x_{1}+i\left(A-A^{\theta}\right) d x_{2} .
$$

Since the Cartan involution $\theta$ on $\mathfrak{g}$ is conjugate linear, we see that the zero curvature connection $\omega$ takes value in the fixed subalgebra $\mathfrak{g}^{\theta}=\mathfrak{k}$. Therefore by Sha 97 , Theorems 6.1 and 7.14], there exists a map from the simply-connected domain

$$
F: \mathbb{C} \backslash \mathbb{R}_{\leq 0} \rightarrow K \subset G
$$

to the compact subgroup $K=G^{\theta}$ such that

$$
\left\{\begin{array}{l}
F^{-1} d F=\omega  \tag{3.7}\\
F(1)=I d
\end{array}\right.
$$

Therefore,

$$
\begin{equation*}
F^{-1} F_{z}=A, \quad F^{-1} F_{\bar{z}}=A^{\theta} \tag{3.8}
\end{equation*}
$$

For a small neighbourhood $D$ of 1 , the map $F$ has the following Gauss decomposition

$$
\begin{equation*}
F=L M \exp (H) \tag{3.9}
\end{equation*}
$$

where $L: D \rightarrow N_{-}, M: D \rightarrow N_{+}, H=\sum_{i=1}^{n} b_{i} h_{\alpha_{i}}: D \rightarrow \mathfrak{h}$ and $\exp : \mathfrak{h} \rightarrow \mathcal{H}$ is the exponential map to the Cartan subgroup. From $F(1)=I d$ in (3.7), we see clearly that $L(1)=I d$.

Now we show that $L$ is holomorphic in $D$. By the second equation in (3.8), we have

$$
\exp (-H) M^{-1}\left(L^{-1} L_{\bar{z}}\right) M \exp (H)+\exp (-H) M^{-1} M_{\bar{z}} \exp (H)+H_{\bar{z}}=A^{\theta}
$$

In view of 3.5, the components in $\mathfrak{n}_{-}=\oplus_{\alpha \in \Delta+\mathfrak{g}_{-\alpha}}$ of the above equation give

$$
\begin{equation*}
L^{-1} L_{\bar{z}}=0 \tag{3.10}
\end{equation*}
$$

and then the components in $\mathfrak{h}$ give

$$
b_{i, \bar{z}}=\frac{1}{2} U_{i, \bar{z}}, \quad 1 \leq i \leq n
$$

Thus we see that $b_{i, z \bar{z}}=\frac{1}{2} U_{i, z \bar{z}}$. Taking the conjugate, we also have $\bar{b}_{i, z \bar{z}}=\frac{1}{2} U_{i, z \bar{z}}$ since $U_{i}$ is real. Therefore,

$$
\left(b_{i}+\bar{b}_{i}\right)_{z \bar{z}}=U_{i, z \bar{z}}
$$

Hence we have, for $1 \leq i \leq n$,

$$
\begin{equation*}
b_{i}(z)+\bar{b}_{i}(z)=U_{i}(z)-p_{i}(z) \tag{3.11}
\end{equation*}
$$

for some real-valued harmonic function $p_{i}$ in $D$.
By the first equation in 3.8, we have

$$
\begin{equation*}
\exp (-H) M^{-1}\left(L^{-1} L_{z}\right) M \exp (H)+\exp (-H) M^{-1} M_{z} \exp (H)+H_{z}=A \tag{3.12}
\end{equation*}
$$

Since $A \in \mathfrak{g}_{-1} \oplus \mathfrak{h}$ by (3.4), we see that $L^{-1} L_{z} \in \mathfrak{g}_{-1}$. We denote it by $\eta$ and write it out in terms of the basis

$$
\begin{equation*}
L^{-1}(z) L_{z}(z)=\eta(z)=\sum_{i=1}^{n} f_{i}(z) e_{-\alpha_{i}} \tag{3.13}
\end{equation*}
$$

Then the $f_{i}$ s are holomorphic by (3.10). Furthermore, by (3.4) the component of $A$ in $\mathfrak{g}_{-1}$ is $\sum_{i=1}^{n} \exp \left(\frac{1}{2} \sum_{j=1}^{n} a_{i j} U_{j}\right) e_{-\alpha_{i}}$. We also see that
the component of the LHS of 3.12 in $\mathfrak{g}_{-1}=\exp (-H)\left(L^{-1} L_{z}\right) \exp (H)$

$$
=\exp (-H)\left(\sum_{i=1}^{n} f_{i}(z) e_{-\alpha_{i}}\right) \exp (H)=\sum_{i=1}^{n} f_{i}(z) e^{\alpha_{i}(H)} e_{-\alpha_{i}} .
$$

Comparing the components in $\mathfrak{g}_{-1}$ from both sides of 3.12 we see that the $f_{i}$ in (3.13) are nowhere zero in $D$. Thus we have shown (3.2).

Now following the physicists notation, we denote by $|i\rangle$ a highest weight vector in the $i$ th fundamental representation $V_{i}$ of $\mathfrak{g}$, and $\langle i|$ a lowest weight vector in its dual right representation such that $\langle i| I d|i\rangle=1$. The action of $\mathfrak{g}$ on $V_{i}$ is

$$
\begin{align*}
X|i\rangle & =0, \quad \text { if } X \in \mathfrak{n}_{+},  \tag{3.14}\\
h_{\alpha_{j}}|i\rangle & =\delta_{i j} .
\end{align*}
$$

From (3.9), we have

$$
L=F \exp (-H) M^{-1}
$$

Therefore using the * operation in A.1, we have

$$
\begin{align*}
\langle i| L^{*} L|i\rangle=\langle i|\left(M^{-1}\right)^{*} \exp ( & -\bar{H}) F^{*} F \exp (-H) M^{-1}|i\rangle  \tag{3.15}\\
= & \langle i| \exp \left(-\sum_{j=1}^{m}\left(b_{j}+\bar{b}_{j}\right) h_{\alpha_{j}}\right)|i\rangle=e^{-\left(b_{i}+\bar{b}_{i}\right)}
\end{align*}
$$

where we have used the following facts. First, by $F \in K$ we have $F^{*} F=I d$. Secondly, since $M^{-1} \in N_{+}$by (3.14) we have $M^{-1}|i\rangle=|i\rangle$. Similarly, $\left(M^{-1}\right)^{*} \in N_{-}$ and $\langle i|$ is a lowest weight vector, so $\langle i|\left(M^{-1}\right)^{*}=\langle i|$.

Eq. (3.15) actually shows that $\langle i| L^{*} L|i\rangle$ is real. Therefore by 3.11,

$$
\begin{equation*}
U_{i}=-\log \langle i| L^{*} L|i\rangle+p_{i} \tag{3.16}
\end{equation*}
$$

Now we show that for the above $U_{i}$ to satisfy 1.6 with $L$ from 3.13 , we must have

$$
p_{i}=\sum_{j=1}^{n} a^{i j} \log \left|f_{j}(z)\right|^{2}
$$

This follows from LS92, §4.1.2] using the so-called Jacobi identity from LS92, $\S 1.6 .4]$. The identity says that for a general element $g \in G^{s}$, the simply-connected Lie group with Lie algebra $\mathfrak{g}$, we have

$$
\begin{equation*}
\langle i| g|i\rangle\langle i| e_{\alpha_{i}} g e_{-\alpha_{i}}|i\rangle-\langle i| g e_{-\alpha_{i}}|i\rangle\langle i| e_{\alpha_{i}} g|i\rangle=\prod_{j \neq i}\langle j| g|j\rangle^{-a_{i j}} . \tag{3.17}
\end{equation*}
$$

From (3.16) and that $p_{i}$ is harmonic, we have

$$
\begin{equation*}
U_{i, z \bar{z}}=-\frac{\langle i| L^{*} L|i\rangle\langle i| L^{*} L|i\rangle_{z \bar{z}}-\langle i| L^{*} L|i\rangle_{z}\langle i| L^{*} L|i\rangle_{\bar{z}}}{\langle i| L^{*} L|i\rangle^{2}} \tag{3.18}
\end{equation*}
$$

Now by (3.10) and (3.13), we have

$$
\langle i| L^{*} L|i\rangle_{z}=\langle i| L^{*} L \eta|i\rangle=f_{i}(z)\langle i| L^{*} L e_{-\alpha_{i}}|i\rangle
$$

where we have used that for the $i$ th fundamental representation we have $e_{-\alpha_{j}}|i\rangle=0$ for $j \neq i$ (see Eq. A.6). Taking the * operation and noting A.1, 3.13) also gives

$$
\left(L^{*}\right)_{\bar{z}}\left(L^{*}\right)^{-1}=\eta^{*}=\sum_{i=1}^{n} \overline{f_{i}(z)} e_{\alpha_{i}}
$$

Therefore, similarly we have

$$
\langle i| L^{*} L|i\rangle_{\bar{z}}=\langle i| \eta^{*} L^{*} L|i\rangle=\overline{f_{i}(z)}\langle i| e_{\alpha_{i}} L^{*} L|i\rangle
$$

Furthermore, we have

$$
\langle i| L^{*} L|i\rangle_{z \bar{z}}=\left|f_{i}\right|^{2}\langle i| e_{\alpha_{i}} L^{*} L e_{-\alpha_{i}}|i\rangle .
$$

Now applying the Jacobi identity (3.17) to 3.18 with $g=L^{*} L$ and using $a_{i i}=2$ we get

$$
U_{i, z \bar{z}}=-\left|f_{i}\right|^{2} \prod_{j=1}^{n}\langle j| L^{*} L|j\rangle^{-a_{i j}}
$$

By (3.16), this is

$$
\begin{aligned}
U_{i, z \bar{z}} & =-\left|f_{i}\right|^{2} \exp \left(\sum_{j=1}^{n} a_{i j} U_{j}-\sum_{j=1}^{n} a_{i j} p_{j}\right) \\
& =-\exp \left(\log \left|f_{i}\right|^{2}-\sum_{j=1}^{n} a_{i j} p_{j}\right) \exp \left(\sum_{j=1}^{n} a_{i j} U_{j}\right)
\end{aligned}
$$

Therefore for the $U_{i}$ to satisfy (1.6), we need $\log \left|f_{i}\right|^{2}-\sum_{j=1}^{n} a_{i j} p_{j}=0$. This gives

$$
p_{i}=\sum_{j=1}^{n} a^{i j} \log \left|f_{j}\right|^{2}
$$

and proves the formula (3.3).
Remark 3.2. A holomorphic map $\eta: D \rightarrow \mathfrak{g}_{-1}$ as in (3.2) in a simply-connected domain $D$ also gives rise to a solutions $U=\left(U_{1}, U_{2}, \cdots, U_{n}\right)$ to the Toda system (1.6) in $D$.

Indeed, if $\eta(z)=\sum_{i=1}^{n} f_{i}(z) e_{-\alpha_{i}}, z \in D$, with $f_{i}(z) \neq 0$ in $D$ for all $1 \leq i \leq n$, we can construct a $L: D \rightarrow G$ by solving the ODE: $L^{-1}(z) L_{z}(z)=\eta(z), z \in D$. Here $L\left(z_{0}\right)$ need not have to satisfy $L\left(z_{0}\right)=I d$. Now construct $U_{i}$ as in (3.3). Then we can easily check that $U_{i}, 1 \leq i \leq n$, satisfies the Toda system (1.6) in the same way as above, where again the important point is the Jacobi identity (3.17).

Corollary 3.3. The components $U_{i}$ in any solution $U=\left(U_{1}, \ldots, U_{n}\right)$ of the Toda system (1.6) are real analytic in $\mathbb{C}^{*}$.

Proof. Since the $f_{i}$ and $L$ in (3.3) are holomorphic and the $f_{i}$ are nowhere zero in a neighbourhood of $z_{0}$, it follows that the RHS of (3.3) is real analytic in a neighbourhood of $z_{0} \in \mathbb{C}^{*}$. Therefore for any $z_{0} \in \mathbb{C}^{*}$, by Theorem 3.1, $U_{i}$ is real analytic in a neighbourhood of $z_{0}$. This proves the corollary.

From now on we always assume $D$ in Theorem 3.1 is a neighbourhood of 1 in $\mathbb{C} \backslash \mathbb{R}_{\leq 0}$.

## 4. $W$-Invariants of the Toda systems

In this section, we will introduce $W$-invariants of Toda systems. Then we present a result relating the $W$-invariants with the local solutions (3.3) from the last section.

By definition, a $W$-invariant (also called a characteristic integral) for the Toda system $\sqrt{1.6}$ is a polynomial in the $\partial_{z}^{k} U_{i}$ for $k \geq 1$ and $1 \leq i \leq n$ whose derivative with respect to $\bar{z}$ is zero if $U=\left(U_{1}, \ldots, U_{n}\right)$ is a solution.

For the Liouville equation the $W$-invariant is

$$
\begin{equation*}
W=U_{z z}-U_{z}^{2} \tag{4.1}
\end{equation*}
$$

and it is meromorphic since $W_{\bar{z}}=0$ for a solution $U$. Furthermore, plugging in the local solution $U(z)=\log \left[\left|f^{\prime}(z)\right| /\left(1+|f(z)|^{2}\right)\right]$, where $f$ is holomorphic and the
derivative $f^{\prime}$ is nowhere zero, we have

$$
\begin{equation*}
W=\frac{1}{2}\left(\frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{3}{2}\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}\right) \tag{4.2}
\end{equation*}
$$

that is, the $W$-invariant of the local solution becomes one half of the Schwarzian derivative of the developing map $f$ of the solution $U$. We aim to generalize such results to general Toda systems in this section.

For a general Toda system associated to a simple Lie algebra of rank $n$, there are $n$ basic $W$-invariants (see $\overline{\mathrm{FF} 96}$ ) so that the other $W$-invariants are differential polynomials in these. For Lie algebras of type of $A_{n}, B_{n}, C_{n}$ and $G_{2}$, more concrete expressions of W-invariant similar to (4.1) have been obtained in LWY12 and Nie14]. In this section following [Nie14, we will obtain the $W$-invariants for a general simple Lie algebra by applying the Drinfeld-Sokolov DS84 gauge directly to the solution $U_{i}$.

Let $\phi(z)=\left(\phi_{1}(z), \phi_{2}(z), \cdots, \phi_{n}(z)\right)$ be a smooth (not necessarily holomorphic) function defined on a domain $\Omega \subset \mathbb{C}$. A differential polynomial in $\phi_{i}$ is a polynomial in the $\phi_{i}, 1 \leq i \leq n$, and their derivatives $\partial_{z}^{k} \phi_{i}$ of finite orders. We will denote a differential polynomial in the $\phi_{i}$ by $S\left(\left[\phi_{1}\right],\left[\phi_{2}\right], \cdots,\left[\phi_{n}\right]\right)$ or simply by $S(\phi)$.

To obtain the $W$-invariants, we conjugate (3.6) by $\exp \left(\frac{1}{2} \sum_{i=1}^{n} U_{i} h_{\alpha_{i}}\right)$ to arrive at another zero-curvature representation of the Toda system $\sqrt{1.6}$ :

$$
\left[\partial_{z}+\epsilon-\sum_{i=1}^{n} U_{i, z} h_{\alpha_{i}}, \partial_{\bar{z}}-\sum_{i=1}^{n} e^{u_{i}} e_{\alpha_{i}}\right]=0
$$

where $\epsilon=\sum_{i=1}^{n} e_{-\alpha_{i}} \in \mathfrak{g}_{-1}$ and $u_{i}=\sum_{j=1}^{n} a_{i j} U_{j}$. (The current zero-curvature equation has different signs from the version in Nie14], but all results there continue to hold for the current version.)

Let $\mathfrak{s}$ be a Kostant slice of $\mathfrak{g}$, that is, a homogeneous subspace $\mathfrak{s}$ with respect to the principal grading A.10 such that

$$
\begin{equation*}
\mathfrak{g}=[\epsilon, \mathfrak{g}] \oplus \mathfrak{s} \tag{4.3}
\end{equation*}
$$

Then it is known Kos63 that $\mathfrak{s} \subset \mathfrak{n}_{+}$in 2.2 and $\operatorname{dim} \mathfrak{s}=n$. Let $\left\{s_{j}\right\}_{j=1}^{n}$ be a homogeneous basis of $\mathfrak{s}$ ordered with nondecreasing gradings from A.10).

We first state the following lemma about the existence and uniqueness of the so-called Drinfeld-Sokolov gauge.

Lemma 4.1. For $1 \leq i \leq n$, let $\phi_{i}$ be smooth functions on a domain $\Omega \subset \mathbb{C}$.
(i) There exists a unique map $\widetilde{M}: \Omega \rightarrow N_{+}$and smooth functions $W_{j}(\phi), 1 \leq$ $j \leq n$, such that

$$
\widetilde{M}\left(\partial_{z}+\epsilon-\sum_{i=1}^{n} \phi_{i} h_{\alpha_{i}}\right) \widetilde{M}^{-1}=\partial_{z}+\epsilon+\sum_{j=1}^{n} W_{j}(\phi) s_{j}
$$

Furthermore, there is a differential polynomial $S_{j}$ depending only on the slice basis of $\mathfrak{g}$ such that

$$
W_{j}(\phi)=S_{j}\left(\left[\phi_{1}\right],\left[\phi_{2}\right], \cdots,\left[\phi_{n}\right]\right)=S_{j}(\phi) .
$$

(ii) If the $\phi_{i}$ are holomorphic in $\Omega$, then so is $\widetilde{M}$.
(iii) If $\phi_{i}=U_{i, z}$ where $U_{i}$ is a solution of (1.6) in $\Omega$, then

$$
\begin{equation*}
W_{j}=S_{j}\left(\left[U_{1, z}\right],\left[U_{2, z}\right], \cdots,\left[U_{n, z}\right]\right) \tag{4.5}
\end{equation*}
$$

is holomorphic.
We refer the reader to DS84, Proposition 6.1] for a proof of (i) and to Nie14 for a proof of (iii). Furthermore, (ii) follows directly from the construction for (i). We also refer to $\mathrm{FOR}^{+} 92$ for the application of the Drinfeld-Sokolov gauge to the $W$-algebras.

From now on, we fix a solution $U=\left(U_{1}, U_{2}, \cdots, U_{n}\right)$ of 1.6$)$, and let $W_{j}$ be given by 4.5 for $z \in \mathbb{C}^{*}$. The set of $W_{j}$ is called the $W$-invariants of the solution $U$. Here is the main result in this section which relates the $W$-invariants with the holomorphic functions $f_{i}$ in $\eta$ from 3.2 for local solutions.

Theorem 4.2. Let $U$ be a solution of (1.6) and the holomorphic data of $U(z), z \in$ $D$, be given as in 3.2 . Then there exists a unique map $M_{1}: \widetilde{D} \rightarrow N_{+}$, defined in a subdomain $\widetilde{D} \subset D$, such that

$$
\begin{equation*}
M_{1}\left(\partial_{z}+\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}}\right) M_{1}^{-1}=\partial_{z}+\epsilon+\sum_{j=1}^{n} W_{j} s_{j} \quad z \in \widetilde{D} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{i}=\sum_{j=1}^{n} a^{i j} \partial_{z} \log f_{j}=\sum_{j=1}^{n} a^{i j} \frac{f_{j}^{\prime}}{f_{j}} \tag{4.7}
\end{equation*}
$$

Proof. Our proof follows the general approach in $\mathrm{FWB}^{+} 89, \mathrm{BFO}^{+} 90, \mathrm{FOR}^{+} 92$ of treating Toda theories as conformally reduced WZNW theories. For that purpose, we choose

$$
\begin{equation*}
Q_{1}=\exp \left(-\sum_{k=1}^{n}\left(\sum_{j=1}^{n} a^{k j} \log f_{j}\right) h_{\alpha_{k}}\right): D \rightarrow \mathcal{H} \tag{4.8}
\end{equation*}
$$

where $\mathcal{H}$ is the Cartan subgroup of $G$. Note that a single-valued branch of $\log f_{j}$ can be chosen since $D$ is simply-connected. Since $\left[h_{\alpha_{k}}, e_{-\alpha_{i}}\right]=-a_{i k} e_{-\alpha_{i}}$ by (2.1), we have

$$
\begin{align*}
Q_{1}^{-1} e_{-\alpha_{i}} Q_{1} & =\exp \left(-\sum_{k=1}^{n}\left(\sum_{j=1}^{n} a^{k j} \log f_{j}\right) a_{i k}\right) e_{-\alpha_{i}}  \tag{4.9}\\
& =\exp \left(-\log f_{i}\right) e_{-\alpha_{i}}=\frac{1}{f_{i}} e_{-\alpha_{i}} .
\end{align*}
$$

It is also clear that

$$
\begin{equation*}
Q_{1}^{-1} \partial_{z} Q_{1}=-\sum_{i=1}^{n}\left(\sum_{j=1}^{n} a^{i j} \partial_{z} \log f_{j}\right) h_{\alpha_{i}}=-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}} \tag{4.10}
\end{equation*}
$$

Define

$$
\Psi=Q_{1}^{*} L^{*} L Q_{1}
$$

Then by (3.2), and the above,

$$
\begin{equation*}
\Psi^{-1} \Psi_{z}=\left(L Q_{1}\right)^{-1}\left(L Q_{1}\right)_{z}=Q_{1}^{-1} L^{-1} L_{z} Q_{1}+Q_{1}^{-1} \partial_{z} Q_{1}=\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}} \tag{4.11}
\end{equation*}
$$

This quantity $\Psi^{-1} \Psi_{z}$ is called the current of $\Psi$ and is denoted by $J$ in the works $\mathrm{FWB}^{+} 89, \mathrm{BFO}^{+} 90, \mathrm{FOR}^{+} 92$, and the requirement that its component in $\mathfrak{n}_{-}$is $\epsilon$ is the key idea in these works.

Furthermore, since $Q_{1}|i\rangle=\exp \left(-\sum_{j=1}^{n} a^{i j} \log f_{j}\right)|i\rangle$, the local solutions in 3.3) have the following neat form

$$
\begin{equation*}
U_{i}=-\log \langle i| Q_{1}^{*} L^{*} L Q_{1}|i\rangle=-\log \langle i| \Psi|i\rangle \tag{4.12}
\end{equation*}
$$

Now $\Psi$ has Gauss decomposition (3.1) in a domain $\widetilde{D} \subset D$ :

$$
\begin{equation*}
\Psi=\Psi_{-} \Psi_{0} \Psi_{+}, \quad \Psi_{ \pm} \in N_{ \pm}, \Psi_{0} \in \mathcal{H} \tag{4.13}
\end{equation*}
$$

Then clearly $U_{i}=-\log \langle i| \Psi_{0}|i\rangle$ in $\widetilde{D}$. Therefore, we see that

$$
\begin{equation*}
\Psi_{0}=\exp \left(-\sum_{i=1}^{n} U_{i} h_{\alpha_{i}}\right), \quad \Psi_{0}^{-1} \Psi_{0, z}=-\sum_{i=1}^{n} U_{i, z} h_{\alpha_{i}} \tag{4.14}
\end{equation*}
$$

Plugging 4.13 in 4.11, we get

$$
\begin{equation*}
\Psi_{+}^{-1} \Psi_{+, z}+\Psi_{+}^{-1} \Psi_{0}^{-1} \Psi_{0, z} \Psi_{+}+\Psi_{+}^{-1} \Psi_{0}^{-1} \Psi_{-}^{-1} \Psi_{-, z} \Psi_{0} \Psi_{+}=\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}} \text { in } \widetilde{D} \tag{4.15}
\end{equation*}
$$

Comparing the components of the above equality in $\mathfrak{n}_{-}$, we see that

$$
\Psi_{0}^{-1} \Psi_{-}^{-1} \Psi_{-, z} \Psi_{0}=\epsilon
$$

Also in view of 4.14, Eq. 4.15 becomes

$$
\Psi_{+}^{-1} \Psi_{+, z}+\Psi_{+}^{-1}\left(\epsilon-\sum_{i=1}^{n} U_{i, z} h_{\alpha_{i}}\right) \Psi_{+}=\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}} \text { in } \widetilde{D}
$$

We owe this important equality to $\left[\mathrm{FOR}^{+} 92\right.$, Eq. (2.14a)]. Therefore,

$$
\begin{equation*}
\Psi_{+}\left(\partial_{z}+\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}}\right) \Psi_{+}^{-1}=\partial_{z}+\epsilon-\sum_{i=1}^{n} U_{i, z} h_{\alpha_{i}} \text { in } \widetilde{D} \tag{4.16}
\end{equation*}
$$

By Lemma 4.1, we see that (4.6) holds with $M_{1}=\widetilde{M}_{0} \Psi_{+}$, where $\widetilde{M}_{0}=\left.\widetilde{M}\right|_{\widetilde{D}}, \widetilde{M}$ : $\mathbb{C} \backslash\{0\} \rightarrow N_{+}$is the unique map satisfying (4.4) with $\phi_{i}=U_{i, z}$. Since the $F_{i}$ are holomorphic, we see that $M_{1}$ is holomorphic by Lemma 4.1 (ii) although neither $\Psi_{+}$nor $M_{0}$ is holomorphic.

## 5. Applying the finite integral condition to $W$-invariants

In this section, we adapt the analytical estimates from BM91, LWY12 to determine the simple forms of the $W$-invariants of our solutions to (1.6). This explicit form is crucial to derive Theorem 1.5 in the next section.

We define the weight of $\partial_{z}^{k} U_{i}$ to be $k$. For a differential monomial in the $U_{i}$, we call by its degree the sum of the weights multiplied by the algebraic degrees of the corresponding factors. For example the above $W=U_{z z}-U_{z}^{2}$ in 4.1) for the Liouville equation has a homogeneous degree 2 .
Proposition 5.1. The $W$-invariants for the Toda system (1.6) are

$$
\begin{equation*}
W_{j}=\frac{w_{j}}{z^{d_{j}}}, \quad z \in \mathbb{C}^{*}, 1 \leq j \leq n \tag{5.1}
\end{equation*}
$$

where the $d_{j}$ are the homogeneous degrees of the differential polynomials $S_{j}$ and the $w_{j}$ are constants.

Proof. This proof is an adaption of the proof in LWY12 of the corresponding assertion in their Eq. (5.9).

Following LWY12, Eq. (5.10)], introduce

$$
\begin{equation*}
V_{i}=U_{i}-2 \gamma^{i} \log |z|, \quad 1 \leq i \leq n \tag{5.2}
\end{equation*}
$$

Then system 1.6 becomes

$$
\left\{\begin{array}{l}
\Delta V_{i}=-4|z|^{2 \gamma_{i}} \exp \left(\sum_{j=1}^{n} a_{i j} V_{j}\right), \\
\int_{\mathbb{R}^{2}}|z|^{2 \gamma_{i}} \exp \left(\sum_{j=1}^{n} a_{i j} V_{j}\right) d x<\infty
\end{array}\right.
$$

As $\gamma_{i}>-1$, applying Brezis-Merle's argument in BM91, we have that $V_{i} \in C^{0, \alpha}$ on $\mathbb{C}$ for some $\alpha \in(0,1)$ and that they are upper bounded over $\mathbb{C}$. Therefore we can express $V_{i}$ by the integral representation formula, and we have for $k \geq 1$

$$
\begin{array}{ll}
\partial_{z}^{k} V_{i}(z)=O\left(1+|z|^{2+2 \gamma_{i}-k}\right) & \text { near } 0 \\
\partial_{z}^{k} V_{i}(z)=O\left(|z|^{-k}\right) & \text { near } \infty \tag{5.3}
\end{array}
$$

Therefore from 5.2, we have for $k \geq 1$

$$
\begin{array}{ll}
\partial_{z}^{k} U_{i}(z)=O\left(|z|^{-k}\right) & \text { near } 0 \\
\partial_{z}^{k} U_{i}(z)=O\left(|z|^{-k}\right) & \text { near } \infty \tag{5.4}
\end{array}
$$

By $W_{j, \bar{z}}=0$ and that $W_{j}$ has degree $d_{j}$, we see from the above estimates that $z^{d_{j}} W_{j}$ is holomorphic and bounded on $\mathbb{C}^{*}$. Therefore $z^{d_{j}} W_{j}=w_{j}$ is a constant by the Liouville theorem, and so (5.1) holds.

Remark 5.2. It is known from FF96 and also clear from 4.5) that the homogeneous degree $d_{j}$ of $S_{j}$ is the same as the degree of the corresponding primitive adjointinvariant function of the Lie algebra $\mathfrak{g}$ Kos59. We call such degrees the degrees of the simple Lie algebra and we have listed them in Appendix subsection A. 3 .

Theorem 5.3. The $W$-invariants $W_{j}$ for the Toda system 1.6 are also computed by

$$
\begin{equation*}
M_{2}\left(\partial_{z}+\epsilon-\sum_{i=1}^{n} \frac{\gamma^{i}}{z} h_{\alpha_{i}}\right) M_{2}^{-1}=\partial_{z}+\epsilon+\sum_{j=1}^{n} W_{j} s_{j} \tag{5.5}
\end{equation*}
$$

where $M_{2}: \mathbb{C}^{*} \rightarrow N_{+}$is unique and holomorphic.
Proof. By 5.2,

$$
U_{i, z}=V_{i, z}+\partial_{z}\left(2 \gamma^{i} \log |z|\right)=V_{i, z}+\frac{\gamma^{i}}{z}
$$

From (5.1), $W_{j}=\frac{w_{j}}{z^{d_{j}}}$. Since $\gamma_{i}>-1$, by (5.3) and (5.4) for the orders at 0 , we see that all the terms involving $\partial_{z}^{k} V_{i}$ will not appear in the final form of $W_{j}$ since their orders of pole are not high enough. Therefore in terms of 4.5 , we have

$$
\begin{equation*}
W_{j}=S_{j}\left(\left[U_{1, z}\right], \cdots,\left[U_{n, z}\right]\right)=S_{j}\left(\left[\frac{\gamma^{1}}{z}\right], \cdots,\left[\frac{\gamma^{n}}{z}\right]\right), \quad 1 \leq j \leq n \tag{5.6}
\end{equation*}
$$

where we recall that the brackets indicate that the $S_{j}$ are differential polynomials and depend on the derivatives of the arguments.

By Lemma 4.1. there exists a unique holomorphic $M_{2}: \mathbb{C}^{*} \rightarrow N_{+}$such that

$$
M_{2}\left(\partial_{z}+\epsilon-\sum_{i=1}^{n} \frac{\gamma^{i}}{z} h_{\alpha_{i}}\right) M_{2}^{-1}=\partial_{z}+\epsilon+\sum_{j=1}^{n} \widetilde{W}_{j} s_{j}
$$

where

$$
\widetilde{W_{j}}=S_{j}\left(\left[\frac{\gamma^{1}}{z}\right], \cdots,\left[\frac{\gamma^{n}}{z}\right]\right)=W_{j}, \quad 1 \leq j \leq n
$$

by (5.6).

## 6. The holomorphic functions in the local solutions

The $W$-invariants play essential roles in our approach of classifying the solutions. The work LWY12 classified the solutions to the Toda systems of type $A_{n}$ by relating them to an ODE whose coefficients are the $W$-invariants. In this section, we will use the $W$-invariants to largely restrict the holomorphic functions $f_{i}(z)$ in the local solutions (3.3) to be $f_{i}(z)=z^{\gamma_{i}}$ as long as we allow some constant group element.

Theorem 6.1. Let $U_{i}$ be the solution of (1.6), then

$$
\begin{equation*}
U_{i}(z)=-\log \langle i| \Phi^{*} g^{*} g \Phi|i\rangle+2 \gamma^{i} \log |z|, \quad 1 \leq i \leq n, \quad z \in \mathbb{C} \backslash \mathbb{R}_{\leq 0} \tag{6.1}
\end{equation*}
$$

where $\Phi$ satisfies 1.10 and $g \in G$ is a constant group element.
Proof. Set

$$
\begin{equation*}
Q_{2}=\exp \left(-\sum_{k=1}^{n}\left(\gamma^{k} \log z\right) h_{\alpha_{k}}\right): \mathbb{C} \backslash \mathbb{R}_{\leq 0} \rightarrow \mathcal{H} \tag{6.2}
\end{equation*}
$$

Then similarly to 4.9 and 4.10 , we get using 1.10

$$
\begin{equation*}
\left(\Phi Q_{2}\right)^{-1}\left(\Phi Q_{2}\right)_{z}=Q_{2}^{-1}\left(\sum_{i=1}^{n} z^{\gamma_{i}} e_{-\alpha_{i}}\right) Q_{2}+Q_{2}^{-1} Q_{2, z}=\epsilon-\sum_{i=1}^{n} \frac{\gamma^{i}}{z} h_{\alpha_{i}} \tag{6.3}
\end{equation*}
$$

Let $M=M_{2}^{-1} M_{1}: D \rightarrow N_{+}$, where $M_{1}$ and $M_{2}$ are from Theorems 4.2 and 5.3 . Then

$$
M\left(\partial_{z}+\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}}\right) M^{-1}=\partial_{z}+\epsilon-\sum_{i=1}^{n} \frac{\gamma^{i}}{z} h_{\alpha_{i}}
$$

which is

$$
\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}}=M^{-1}\left(\epsilon-\sum_{i=1}^{n} \frac{\gamma^{i}}{z} h_{\alpha_{i}}\right) M+M^{-1} M_{z} .
$$

This and 6.3) imply that

$$
\begin{aligned}
\left(\Phi Q_{2} M\right)^{-1}\left(\Phi Q_{2} M\right)_{z} & =M^{-1}\left(\epsilon-\sum_{i=1}^{n} \frac{\gamma^{i}}{z} h_{\alpha_{i}}\right) M+M^{-1} M_{z} \\
& =\epsilon-\sum_{i=1}^{n} F_{i} h_{\alpha_{i}}=\left(L Q_{1}\right)^{-1}\left(L Q_{1}\right)_{z}
\end{aligned}
$$

by 4.11). Thus $\left[\left(\Phi Q_{2} M\right)\left(L Q_{1}\right)^{-1}\right]_{z}=0$. Since both $\Phi Q_{2} M$ and $L Q_{1}$ are holomorphic, we have

$$
\begin{equation*}
L Q_{1}=g \Phi Q_{2} M \tag{6.4}
\end{equation*}
$$

where $g \in G$ is a constant element.

Therefore by (4.12, (6.4) and 6.2 , the solution $U_{i}$ of 1.6 becomes

$$
\begin{align*}
U_{i}(z) & =-\log \langle i| Q_{1}^{*} L^{*} L Q_{1}|i\rangle=-\log \langle i| M^{*} Q_{2}^{*} \Phi^{*} g^{*} g \Phi Q_{2} M|i\rangle \\
& =-\log \langle i| \Phi^{*} g^{*} g \Phi|i\rangle+2 \gamma^{i} \log |z|, \quad z \in D \tag{6.5}
\end{align*}
$$

By Corollary 3.3, $U_{i}$ is real analytic. Since both sides of 6.5 are real analytic functions defined on $\mathbb{C} \backslash \mathbb{R}_{\leq 0}$, 6.5 holds in $\mathbb{C} \backslash \mathbb{R}_{\leq 0}$.

## Proof of Theorem 1.5.

Proof. We write the Iwasawa decomposition A.2 for the constant element $g \in G$ as

$$
g=F \Lambda C
$$

with $F \in K, \Lambda \in A$ and $C \in N$. Then using $F^{*} F=I d$ and $\Lambda^{*}=\Lambda$ the solution (6.1) becomes 1.11). This completes the proof.

## Appendix A. Background on Lie algebras and representation theory

A.1. Iwasawa decomposition. Let ${ }^{*}: \mathfrak{g} \rightarrow \mathfrak{g}$ be the conjugate-linear transformation defined by

$$
\begin{equation*}
\left.{ }^{*}\right|_{\mathfrak{h}_{0}}=\left.\operatorname{Id}\right|_{\mathfrak{h}_{0}}, \quad e_{\alpha}^{*}=e_{-\alpha}, \alpha \in \Delta \tag{A.1}
\end{equation*}
$$

Let $G$ be a connected complex Lie group whose Lie algebra is $\mathfrak{g}$. Then we have the following Iwasawa decomposition Kna02, Theorem 6.46]

$$
\begin{equation*}
G=K A N \tag{A.2}
\end{equation*}
$$

where $K$ is a maximal compact subgroup, $A$ is an abelian subgroup corresponding to $\mathfrak{h}_{0}$, and $N$ is the nilpotent subgroup corresponding to $\mathfrak{n}=\mathfrak{n}_{-}$. The subgroups $A$ and $N$ are simply-connected. An element $F$ belongs to $K$ if and only if $F^{*} F=I d$, where $*$ is lifted from $\mathfrak{g}$ to $G$.

The following Cartan involution $\theta: \mathfrak{g} \rightarrow \mathfrak{g}$ defined by

$$
\begin{equation*}
\theta(X)=X^{\theta}=-X^{*}, \quad X \in \mathfrak{g} \tag{A.3}
\end{equation*}
$$

is very important, since it satisfies $\theta([X, Y])=[\theta(X), \theta(Y)]$. Then $K$ is characterized as the fixed point set $G^{\theta}$ in $G$ under the lifted action of $\theta$ and its Lie algebra is $\mathfrak{k}=\mathfrak{g}^{\theta}$ (see Kna02, Theorem 6.31]).
A.2. Basic representation theory. The integral weight lattice of $\mathfrak{g}$ is $\Lambda_{W}=$ $\left\{\beta \in \mathfrak{h}_{0}^{\prime} \mid \beta\left(h_{\alpha_{i}}\right) \in \mathbb{Z}, \forall 1 \leq i \leq n\right\}$. An integral weight $\beta$ is called dominant if $\beta\left(h_{\alpha_{i}}\right) \geq 0$ for all $1 \leq i \leq n$. The weight lattice is a lattice generated by the fundamental weights $\omega_{i}$ for $1 \leq i \leq n$ satisfying

$$
\omega_{i}\left(h_{\alpha_{j}}\right)=\delta_{i j} .
$$

An irreducible representation $\rho$ of $\mathfrak{g}$ on a finite-dimensional complex vector space $V$ has the weight space decomposition $V=\oplus V_{\beta}$, where $\beta \in \Lambda_{W}$ and $V_{\beta}=\{v \in$ $V \mid \rho(H)(v)=\beta(H) v, \forall H \in \mathfrak{h}\}$. We have

$$
\begin{equation*}
\rho\left(\mathfrak{g}_{\alpha}\right) V_{\beta} \subset V_{\alpha+\beta} . \tag{A.4}
\end{equation*}
$$

A basic theorem states that if $\rho$ is an irreducible representation, then there exists a unique highest weight $\lambda$ with a one-dimensional highest weight space $V_{\lambda}$ such that $\rho\left(\mathfrak{n}_{+}\right) V_{\lambda}=0$. All the weights of $V$ are of the form $\lambda-\sum_{i=1}^{n} m_{i} \alpha_{i}$, where the $m_{i}$ are nonnegative integers.

The Theorem of the Highest Weight Kna02, Theorem 5.5] asserts that up to equivalence, the irreducible finite-dimensional complex representations of $\mathfrak{g}$ stand in one-one correspondence with the dominant integral weights which sends an irreducible representation to its highest weight. We denote the irreducible representation space corresponding to a dominant weight $\lambda$ by $V^{\lambda}$.

There is a canonical pairing between the dual space $V^{*}=\operatorname{Hom}(V, \mathbb{C})$ and $V$ denoted by $\langle w, v\rangle \in \mathbb{C}$ with $v \in V$ and $w \in V^{*}$. $V^{*}$ has a right representation $\rho^{*}$ of $\mathfrak{g}$ defined by

$$
\begin{equation*}
\left\langle w \rho^{*}(X), v\right\rangle=\langle w, \rho(X) v\rangle, \quad X \in \mathfrak{g} . \tag{A.5}
\end{equation*}
$$

The representation corresponding to the $i$ th fundamental weight $\omega_{i}$ is called the $i$ th fundamental representation of $\mathfrak{g}$, which we denote by $V_{i}$. We choose a highest weight vector in $V_{i}$, and following the physicists LS92 we called it by $|i\rangle$. We choose a vector $\langle i|$ in the lowest weight space in $V_{i}^{*}$ and require that $\langle i| I d|i\rangle=1$ for the identity element $I d \in G$. For simplicity, we will omit the notation $\rho$ for the representation.

We have (see LS92, Eq. (1.4.19)])

$$
\begin{equation*}
X|i\rangle=0, \forall X \in \mathfrak{n}_{+} ; \quad h_{\alpha_{j}}|i\rangle=\delta_{i j}|i\rangle ; \quad \text { and } e_{-\alpha_{j}}|i\rangle=0, \forall j \neq i \tag{A.6}
\end{equation*}
$$

That is, in the $i$ th fundamental representation, only $e_{-\alpha_{i}}$ may bring the highest weight vector down. Similarly we have $\langle i| Y=0$ for $Y \in \mathfrak{n}_{-}$, and $\langle i| e_{\alpha_{j}}=0$ if $j \neq i$.

Let $G^{s}$ be the simply connected Lie group with Lie algebra $\mathfrak{g}$. Let $V$ be a finite dimensional, irreducible representation of $\mathfrak{g}$. To lift the representation to $G^{s}$, first we need to define the representation in a neighborhood of the identity. Since in a neighborhood of the identity any element of $G^{s}$ can be uniquely written as $e^{X}$ for some $X \in \mathfrak{g}$, we can simply define

$$
e^{X} v=\exp (X) v, \quad v \in V
$$

where $\exp (X)=\sum_{k=0}^{\infty} \frac{X^{k}}{k!}$. Then using the simply connectedness of $G^{s}$, extend the map to any point of $G^{s}$ by using a path joining the identity and the point. Then one can show that the definition is independent of the choice of the path and the map defined this way is indeed a representation of $G^{s}$.

The universal enveloping algebra of $\mathfrak{g}$ is defined as

$$
U(\mathfrak{g})=T(\mathfrak{g}) / J
$$

where $T(\mathfrak{g})=\oplus_{k=0}^{\infty} T^{k}(\mathfrak{g})$ is the tensor algebra, and $J$ is the two-sided ideal generated by all elements of the form $X \otimes Y-Y \otimes X-[X, Y]$ with $X$ and $Y$ in $\mathfrak{g}$. A representation of $\mathfrak{g}$ also leads to a representation for the universal enveloping algebra $U(\mathfrak{g})$ Kna02. Similarly, we can define the universal enveloping algebra of a subalgebra of $\mathfrak{g}$, for example $U\left(\mathfrak{n}_{-}\right)$for $\mathfrak{n}_{-}$.

For $\mu, \nu \in U(\mathfrak{g})$ and $g \in G^{s},\langle i| \nu g \mu|i\rangle$ denotes the pairing of $\langle i| \nu$ in $V_{i}^{*}$ with $g(\mu|i\rangle)$ in $V_{i}$.

In our main Theorem 1.5, we can work with a general Lie group $G$ whose Lie algebra is $\mathfrak{g}$ instead of only the simply-connected $G^{s}$. The reason is that the simplyconnected compact subgroup $K^{s}$ of $G^{s}$ is used only in passing. Our results are expressed using $N$ and $A$, and they are simply-connected and the same for a general $G$ and for the simply-connected $G^{s}$.

There is a more concrete realization of the dual $V_{i}^{*}$ in A.5. By the unitary trick, there exists a Hermitian form $\{\cdot, \cdot\}$ on $V_{i}$ (conjugate linear in the second position)
invariant under the compact group $K^{s}$ of a simply-connected $G^{s}$. The important property of this Hermitian form is that Kos79, Eq. (5.11)]

$$
\begin{equation*}
\{g u, v\}=\left\{u, g^{*} v\right\}, \quad g \in G^{s}, u, v \in V_{i} \tag{A.7}
\end{equation*}
$$

Choose $v^{\omega_{i}} \in V_{i}$ to be a highest weight vector for the $i$ th fundamental representation, and we require that $\left\{v^{\omega_{i}}, v^{\omega_{i}}\right\}=1$. Then the term in 1.11) is, with $g=\Lambda C \Phi$,

$$
\begin{equation*}
\langle i| g^{*} g|i\rangle=\left\{g^{*} g v^{\omega_{i}}, v^{\omega_{i}}\right\}=\left\{g v^{\omega_{i}}, g v^{\omega_{i}}\right\}>0 \tag{A.8}
\end{equation*}
$$

The Weyl group $W$ of a Lie algebra $\mathfrak{g}$ is the finite group generated by the reflections in the simple roots on $\mathfrak{h}_{0}^{\prime}$

$$
s_{i}(\beta)=\beta-\beta\left(h_{\alpha_{i}}\right) \alpha_{i}, \quad 1 \leq i \leq n .
$$

In the Weyl group, there is a unique element $\kappa \in W$ that is the longest element in the sense that when one writes it as a product of the simple reflections it has the maximal length.

The weights of the irreducible representation $V^{\lambda}$ with a highest weight $\lambda$ are invariant under the Weyl group, and its lowest weight is $\kappa \lambda$ Kos79, Eq. (5.2.10)].
A.3. Principal grading and degrees of primitive adjoint-invariant functions. Using $E_{j}$ from 2.5, define the so-called principal grading element

$$
\begin{equation*}
E_{0}=\sum_{j=1}^{n} E_{j} \in \mathfrak{h}_{0}, \quad \text { such that } \alpha_{i}\left(E_{0}\right)=1, \text { for } 1 \leq i \leq n \tag{A.9}
\end{equation*}
$$

Define $\mathfrak{g}_{j}=\left\{x \in \mathfrak{g} \mid\left[E_{0}, x\right]=j x\right\}$. Then

$$
\begin{equation*}
\mathfrak{g}=\bigoplus_{j} \mathfrak{g}_{j} \tag{A.10}
\end{equation*}
$$

is the principal grading of $\mathfrak{g}$.
The degrees of the primitive homogeneous adjoint-invariant functions of the simple Lie algebras are listed as follows

| Lie algebras | degrees |
| :---: | :---: |
| $A_{n}$ | $2,3, \cdots, n+1$ |
| $B_{n}$ | $2,4, \cdots, 2 n$ |
| $C_{n}$ | $2,4, \cdots, 2 n$ |
| $D_{n}$ | $2,4, \cdots, 2 n-2, n$ |
| $G_{2}$ | 2,6 |
| $F_{4}$ | $2,6,8,12$ |
| $E_{6}$ | $2,5,6,8,9,12$ |
| $E_{7}$ | $2,6,8,10,12,14,18$ |
| $E_{8}$ | $2,8,12,14,18,20,24,30$ |

## Appendix B. Cartan matrices for simple Lie algebras and their INVERSE MATRICES

There are four infinite series of classical complex simple Lie algebras and five exceptional Lie algebras with the following Cartan matrices

$$
\begin{aligned}
& A_{n}=\mathfrak{s l}_{n+1}:\left(\begin{array}{ccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1
\end{array}\right), \quad B_{n}=\mathfrak{s o}_{2 n+1}:\left(\begin{array}{ccccc}
2 & -1 & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & & -1 & -1
\end{array}\right), \\
& C_{n}=\mathfrak{s p}_{2 n}:\left(\begin{array}{cccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1
\end{array}\right), \quad D_{n}=\mathfrak{s o}_{2 n}:\left(\begin{array}{cccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & & \\
& \ddots & \ddots & \ddots & \\
& & & -1 & 2 & -1 \\
& & & & -1 & -1 \\
& & & & -1 & 2
\end{array}\right), \\
& G_{2}:\left(\begin{array}{cc}
2 & -1 \\
-3 & 2
\end{array}\right), \quad F_{4}:\left(\begin{array}{cccc}
2 & -1 & & \\
-1 & 2 & -2 & \\
& -1 & 2 & -1 \\
& & -1 & 2
\end{array}\right),
\end{aligned}
$$

In the above, the labelling of the roots for the exceptional Lie algebras follows Kna02, pp 180-1]. We require that $n \geq 2$ for $B_{n}$ and $C_{n}$, and $n \geq 3$ for $D_{n}$. Furthermore, we have the following isomorphisms

$$
B_{2} \cong C_{2}, \quad D_{3} \cong A_{3}
$$

The inverse of the Cartan matrices have the following form:

$$
\begin{aligned}
& A_{n}:\left(\begin{array}{cccccc}
\frac{n}{n+1} & \frac{n-1}{n+1} & \frac{n-2}{n+1} & \cdots & \frac{2}{n+1} & \frac{1}{n+1} \\
\frac{n-1}{n+1} & \frac{2 n-2}{n+1} & \frac{2 n-4}{n+1} & \cdots & \frac{4}{n+1} & \frac{2}{n+1} \\
\frac{n-2}{n+1} & \frac{2 n-4}{n+1} & \frac{3 n-6}{n+1} & \cdots & \frac{6}{n+1} & \frac{3}{n+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{2}{n+1} & \frac{4}{n+1} & \frac{6}{n+1} & \cdots & \frac{2 n-2}{n+1} & \frac{n-1}{n+1} \\
\frac{1}{n+1} & \frac{2}{n+1} & \frac{3}{n+1} & \cdots & \frac{n-1}{n+1} & \frac{n}{n+1}
\end{array}\right), \quad B_{n}:\left(\begin{array}{cccccc}
1 & 1 & 1 & \cdots & 1 & 1 \\
1 & 2 & 2 & \cdots & 2 & 2 \\
1 & 2 & 3 & \cdots & 3 & 3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 2 & 3 & \cdots & n-1 & n-1 \\
\frac{1}{2} & 1 & \frac{3}{2} & \cdots & \frac{n-1}{2} & \frac{n}{2}
\end{array}\right), \\
& C_{n}:\left(\begin{array}{cccccc}
1 & 1 & 1 & \cdots & 1 & \frac{1}{2} \\
1 & 2 & 2 & \cdots & 2 & \frac{1}{1} \\
1 & 2 & 3 & \cdots & 3 & \frac{3}{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 2 & 3 & \cdots & n-1 & \frac{n-1}{2} \\
1 & 2 & 3 & \cdots & n-1 & \frac{n}{2}
\end{array}\right), \\
& D_{n}:\left(\begin{array}{ccccccc}
1 & 1 & 1 & \cdots & 1 & \frac{1}{2} & \frac{1}{2} \\
1 & 2 & 2 & \cdots & 2 & \frac{1}{2} & \frac{1}{2} \\
1 & 2 & 3 & \cdots & 3 & \frac{3}{2} & \frac{3}{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
1 & 2 & 3 & \cdots & n-2 & \frac{n-2}{2} & \frac{n-2}{2} \\
\frac{1}{2} & 1 & \frac{3}{2} & \cdots & \frac{n-2}{2} & \frac{n}{4} & \frac{n-2}{4} \\
\frac{1}{2} & 1 & \frac{3}{2} & \cdots & \frac{n-2}{2} & \frac{n-2}{4} & \frac{n}{4}
\end{array}\right), \\
& G_{2}:\left(\begin{array}{ll}
2 & 1 \\
3 & 2
\end{array}\right), \\
& E_{6}:\left(\begin{array}{cccccc}
\frac{4}{3} & 1 & \frac{5}{3} & 2 & \frac{4}{3} & \frac{2}{3} \\
\frac{1}{2} & 2 & 2 & 2 & 1 \\
\frac{5}{3} & 2 & \frac{10}{3} & 4 & \frac{8}{3} & \frac{4}{3} \\
2 & 3 & 4 & 6 & 4 & 2 \\
\frac{4}{3} & 2 & \frac{8}{3} & 4 & \frac{10}{3} & \frac{5}{3} \\
\frac{2}{3} & 1 & \frac{4}{3} & 2 & \frac{5}{3} & \frac{4}{3}
\end{array}\right), \\
& F_{4}:\left(\begin{array}{llll}
2 & 3 & 4 & 2 \\
3 & 6 & 8 & 4 \\
2 & 4 & 6 & 3 \\
1 & 2 & 3 & 2
\end{array}\right), \\
& E_{7}:\left(\begin{array}{ccccccc}
2 & 2 & 3 & 4 & 3 & 2 & 1 \\
2 & \frac{7}{2} & 4 & 6 & \frac{9}{2} & 3 & \frac{3}{2} \\
3 & 4 & 6 & 8 & 6 & 4 & 2 \\
4 & 6 & 8 & 12 & 9 & 6 & 3 \\
3 & \frac{9}{2} & 6 & 9 & \frac{15}{2} & 5 & \frac{5}{2} \\
2 & 3 & 4 & 6 & 5 & 4 & 2 \\
1 & \frac{3}{2} & 2 & 3 & \frac{5}{2} & 2 & \frac{3}{2}
\end{array}\right),
\end{aligned}
$$

$$
E_{8}:\left(\begin{array}{cccccccc}
4 & 5 & 7 & 10 & 8 & 6 & 4 & 2 \\
5 & 8 & 10 & 15 & 12 & 9 & 6 & 3 \\
7 & 10 & 14 & 20 & 16 & 12 & 8 & 4 \\
10 & 15 & 20 & 30 & 24 & 18 & 12 & 6 \\
8 & 12 & 16 & 24 & 20 & 15 & 10 & 5 \\
6 & 9 & 12 & 18 & 15 & 12 & 8 & 4 \\
4 & 6 & 8 & 12 & 10 & 8 & 6 & 3 \\
2 & 3 & 4 & 6 & 5 & 4 & 3 & 2
\end{array}\right) .
$$
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